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Glossary of Common Terms

Glossary of Common Terms

The following table contains some terms used in this technical report and their meanings. Some
of these terms are used universally in the assessment community, and some of these terms are
used commonly by psychometric professionals. A glossary of accommodation terms as applied
to the PSSA is provided in Chapter Ten.

Table G-1. Glossary of Terms

Term

Common Definition

Ability

In Rasch scaling, ability is a generic term indicating the level of an individual on the
construct measured by an exam. As an example for the PSSA, a student’s reading
ability is measured by how the student performed on the PSSA Reading test. A student
who answered more items correctly has a higher ability than a student who answered
fewer items correctly.

Adjacent
Agreement

A scorefrating difference of one (1) point in value usually assigned by two different
raters under the same conditions (e.g., two independent raters give the same paper
scores that differ by one point).

Alternate
Forms

Two or more versions of atest that are considered exchangeable, i.e., they measure the
same constructs in the same ways, are intended for the same purposes, and are
administered using the same directions. More specific terminology applies depending
on the degree of statistical similarity between the test forms (e.g., paralel forms,
equivalent forms, and comparable forms) where parallel forms refers to the situation in
which the test forms have the highest degree of similarity to each other.

Average

A measure of central tendency in a score distribution that usually refers to the
arithmetic mean of a set of scores. In this case, it is determined by adding all the scores
in a distribution and then dividing the obtained value by the total number of scores.
Sometimes people use the word average to refer to other measures of central tendency
such as the median (the score in the middle of a distribution) or mode (the score value
with the greatest frequency).

Bias

In adtatistical context, bias refers to any source of systematic error in the measurement
of a test score. In discussing test fairness, bias may refer to construct-irrelevant
components of test scores that differentialy affect the performance of different groups
of test takers (e.g., gender, ethnicity, etc.). Attempts are made to reduce bias by
conducting item fairness reviews and various differential item functioning (DIF)
analyses, detecting potential areas of concern, and either removing or revising the
flagged test items prior to the development of the final operational form of the test (see
also Differential Item Functioning).

Constructed-
Response [tem

See Open-Ended Item.

Content
Validity
Evidence

Evidence regarding the extent to which a test provides an appropriate sampling of a
content domain of interest (e.g., assessable portions of a state’s Grade 6 mathematics
curriculum in terms of the knowledge, skills, objectives, and processes sampled.)
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Glossary of Common Terms

Table G—1 (continued). Glossary of Terms

Term

Common Definition

Core-Linking
Item

Items that are utilized during the linking process (see also Linking). They are a subset
of the PSSA operational items and so they 1) are the same on al test forms for any
grade/subject areatest and 2) contribute to student total raw scores and scaled scores.

Criterion-
Referenced
Interpretation

When a score is interpreted as a measure of a student’s performance with respect to
an expected level of mastery, educational objective, or standard. The types of
resulting score interpretations provide information about what a student knows or can
do with respect to a given content area.

Cut Score

A specified point on a score scale such that scores at or above that point are
interpreted or acted upon differently from scores below that point (e.g., a score
designated as the minimum level of performance needed to pass a competency test).
One or more cut scores can be set for a test that results in dividing the score range
into various proficiency level ranges. Methods for establishing cut scores vary. For
the PSSA, three cut scores are used to place students into one of four performance
levels (see also Performance Level Setting).

Decision
Consistency

The extent to which classifications based on test scores would match the decisions
based on scores from a second, parallel form of the same test. It is often expressed as
the proportion of examinees who are classified the same way from the two test
administrations.

Differential Item

A dtatistical property of atest item in which different groups of test takers (who have

Functioning the same total test score) have different average item scores. In other words, students

(DIF) with the same ability level but different group memberships do not have the same
probability of answering the item correctly (see also Bias).

Distractor Anincorrect option in amultiple-choice item (also called afoil).

Equating The strongest of severa linking methods used to establish comparability between

scores from multiple tests. Equated test scores should be considered exchangeable.
Consequently, the criteria needed to refer to a linkage as equating are strong and
somewhat complex (equal construct and precision, equity, and invariance). In
practical terms, it is often stated that it should be a matter of indifference to a student
if he/she takes any of the equated tests (see also Linking).

Equating Block

The PSSA uses multiple test forms for each grade/subject area test. Each form is

(EB) Items composed of operational (OP) items, equating block (EB) items, and field test (FT)
items. EB items are utilized during the linking process (see also Linking). Each test
form includes a set of EB items. EB items are not part of any student scores.

Error of The amount by which the score actually received (an observed score) differs from a

M easurement hypothetical true score (see also Standard Error of Measurement).

Exact Agreement | When identical scores/ratings are assigned by two different raters under the same

conditions (e.g., two independent raters give a paper the same score).
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Table G—1 (continued). Glossary of Terms

Term

Common Definition

Field Test
(FT) Items

The PSSA uses multiple test forms for each grade/subject area test. Each form is
composed of operational (OP) items, equating block (EB) items, and field test (FT)
items. An FT item is a newly-developed item that is ready to be tried out to determine its
statistical properties (see also P-value and Point-Biserial Correlation). Each test form
includes a set of FT items. FT items are not part of any student scores.

Frequency

The number of times that a certain value or range of values (score interval) occursin a
distribution of scores.

Frequency
Distribution

A tabulation of scores from low to high or high to low showing the number and/or
percent of individuals who obtain each score or who fall within each score interval or
category.

Infit/Outfit

Statistical indicators of the agreement of the data and the measurement model (see also
Outfit/Infit).

Item
Difficulty

For the Rasch model, the dichotomous item difficulty represents the point along the
latent trait continuum where an examinee has a 0.50 probability of making a correct
response. For a polytomous item, the difficulty is the average of the item’'s step
difficulties (see also Step Difficulty).

Key

The correct response option or answer to atest item.

Linking

A generic term referring to one of a number of processes by which scores from one or
more tests are made comparable to some degree. Linking includes several classes of
transformations (equating, scale alignment, prediction, etc.). Equating is associated with
the strongest degree of comparability (exchangeable scores). Other linkages may be very
strong but fail to meet one or more of the strict criteria required of equating (see also
Equating).

Logit

In Rasch scaling, logits are units used to express both examinee ability and item
difficulty. When expressing examinee ability, a student who answers more items
correctly has a higher logit than a student who answers fewer items correctly. Logits are
transformed into Scaled Scores through a linear transformation. When expressing item
difficulty, logits are transformed p-value (see adso P-value). The logit difficulty scale is
inversely related to p-values. A higher logit value would represent a relatively harder
item, while alower logit value would represent arelatively easier item.

Mean

Also referred to as the arithmetic mean of a set of scores, isfound by adding all the score
values in a distribution and dividing by the total number of scores. For example, the
mean of the set {66, 76, 85, 97} is 81. The vaue of a mean can be influenced by extreme
valuesin a score distribution.
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Table G—1 (continued). Glossary of Terms

Term

Common Definition

Measure

In Rasch scaling, measure generally refers to a specific estimate of an examinee's ability
(often expressed as logits) or an item’ s difficulty (again, often expressed as logits). As an
example for the PSSA, a student’s reading measure might be equal to 0.525 logits. Or, a
PSSA Reading test item might have logit equal to -0.905.

Median

The middle point or score in a set of rank-ordered observations that divides the
distribution into two equal parts such that each part contains 50 percent of the total data
set. More simply put, half of the scores are below the median value and half of the scores
are above the median value. As an example, the median for the following ranked set of
scores{2, 3, 6, 8, 9} is6.

Multiple-
Choice ltem

A type of item format that requires the test taker to select a response from a group of
possible choices, one of which is the correct answer (or key) to the question posed (see
also Open-Ended Item).

N-count

Sometimes designated as N or n, it is the number of observations (usually individuals or
students) in a particular group. Some examples include the number of students tested, the
number of students tested from a specific subpopulation (e.g., females), the number of
students who attained a specific score, etc. In the follow set {23, 32, 56, 65, 78, 87},
n=6.

Open-Ended
Item

An open-ended (OE) item—referred to by some as a constructed-response (CR) item—is
an item format that requires examinees to create their own responses, which can be
expressed in various forms (e.g., written paragraph, created table/graph, formulated
calculation, etc.). Such items are frequently scored using more than two score categories,
that is, polytomously (e.g., 0, 1, 2, and 3). This format is in contrast to when students
make a choice from a supplied set of answers options (eg.,
multiple-choice (MC) items which are typically dichotomously scored as right = 1 or
wrong = 0.) When interpreting item difficulty and discrimination indicesit isimportant to
consider whether an itemis polytomously or dichotomously scored.

Operational
Item

The PSSA uses multiple test forms for each grade/subject area test. Each form is
composed of operational (OP) items, equating block (EB) items, and field test (FT) items.
OP items are the same on all forms for any grade/subject area test. Student total raw
scores and scaled scores are based exclusively on the OP items.

Outfit/Infit

Statistical indicators of the agreement of the data and the measurement model. Infit and
Outfit are highly correlated, and both are highly correlated with the point-biserial
correlation. Underfit can be caused when low-ability students correctly answer difficult
items (perhaps by guessing or atypica experience) or high-ability students incorrectly
answer easy items (perhaps because of carelessness or gaps in instruction). Any model
expects some level of variability, so overfit can occur when nearly all low-ability
students miss an item while nearly all high-ability students get the item correct.
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Table G—1 (continued). Glossary of Terms

Term

Common Definition

Percent Correct

When referring to an individual item, the percent correct is the item’'s p-value
expressed as a percent (instead of a proportion). When referring to atotal test score, it
is the percentage of the total number of points that a student received. The percent
correct score is obtained by dividing the student’s raw score by the total number of
possible points and multiplying the result by 100. Percent Correct scores are often used
in criterion-referenced interpretations and are generally more helpful if the overal
difficulty of a test is known. Sometimes Percent Correct scores are incorrectly
interpreted as Percentile Ranks.

Percentile

The score or point in a score distribution at or below which a given percentage of
scores fall. It should be emphasized that it is a value on the score scale, not the
associated percentage (although sometimes in casual usage this misinterpretation is
made). For example, if 72 percent of the students score at or below a Scaled Score of
1500 on a given test, then the Scaled Score of 1500 would be considered the 72nd
percentile. As another example, the median is the 50th percentile.

Percentile Rank

The percentage of scores in a specified distribution falling at/below a certain point on a
score distribution. Percentile Ranks range in value from 1 to 99, and indicate the status
or relative standing of an individual within a specified group, by indicating the percent
of individuals in that group who obtained equal or lower scores. An individual’s
percentile rank can vary depending on which group is used to determine the ranking.
As suggested above, Percentiles and Percentile Rank are sometimes used
interchangeably; however strictly speaking, a percentile is a value on the score scale.

Performance
Level
Descriptors

Descriptions of an individual’s competency in a particular content area, usually
defined as ordered categories on a continuum, often labeled from Below Basic to
Advanced, that constitute broad ranges for classifying performance. The exact labeling
of these categories, and narrative descriptions, may vary from one assessment or
testing program to another.

Performance
Level Setting

Also referred to as standard setting, a procedure used in the determination of the cut
scores for a given assessment that is used to measure students progress towards
certain performance standards. Standard setting methods vary (e.g., modified Angoff,
Bookmark Method, etc.), but most use a panel of educators and expert judgments to
operationalize the level of achievement students must demonstrate in order to be
categorized within each performance level.

Point-Biseria
Correlation

In classical test theory thisis an item discrimination index. It is the correlation between
a dichotomously scored item and a continuous criterion, usually represented by the
total test score (or the corrected total test score with the reference item removed). It
reflects the extent to which an item differentiates between high-scoring and low-
scoring examinees. This discrimination index ranges from —1.00 to +1.00. The higher
the discrimination index (the closer to +1.00), the better the item is considered to be
performing. For multiple-choice items scored as O or 1, it is rare for the value of this
index to exceed 0.5.
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Table G—1 (continued). Glossary of Terms

Term

Common Definition

P-value

An index indicating an item’s difficulty for some specified group (perhaps grade). It is
calculated as the proportion (sometimes percent) of students in the group who answer an
item correctly. P-values range from 0.0 to 1.0 on the proportion scale. Lower values
correspond to more difficult items and higher values correspond to easier items. P-values
are usually provided for multiple-choice items or other items worth one point. For open-
ended items or items worth more than one point, difficulty on a p-value-like scale can be
estimated by dividing the item mean score by the maximum number of points possible
for theitem (see also Logit).

Raw Score

Sometimes abbreviated by RS—it is an unadjusted score usually determined by tallying
the number of questions answered correctly, or by the sum of item scores (i.e., points).
(Some rarer situations might include formula-scoring, the amount of time required to
perform atask, the number of errors, application of basal/ceiling rules, etc.). Raw scores
typically have little or no meaning by themselves and require additional information—
like the number of items on the test, the difficulty of the test items, norm-referenced
information, or criterion-referenced information.

Reliability

The expected degree to which test scores for a group of examinees are consistent over
exchangeable replications of an assessment procedure, and therefore, are considered
dependable and repeatable for an individual examinee. A test that produces highly
consistent, stable results (i.e., relatively free from random error) is said to be highly
reliable. The reliability of atest istypically expressed as a reliability coefficient or by the
standard error of measurement derived by that coefficient.

Reliability
Coefficient

A dtatistical index that reflects the degree to which scores are free from random
measurement error. Theoretically, it expresses the consistency of test scores as the ratio
of true score variance to total score variance (true score variance plus error variance).
This statistic is often expressed as correlation coefficient (e.g., correlation between two
forms of atest) or with an index that resembles a correlation coefficient (e.g., calculation
of a test’s interna consistency using Coefficient Alpha). Expressed this way, the
reliability coefficient is a unitless index. The higher the value of the index (closer to 1.0),
the greater the reliability of the test (see also Standard Error of Measurement).

Scaled Score

A mathematical transformation of a raw score developed through a process caled
scaling. Scaled scores are most useful when comparing test results over time. Several
different methods of scaling exist, but each is intended to provide a continuous and
meaningful score scale across different forms of atest.

Selected-
Response
Item

See Multiple-Choice Item.
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Table G—1 (continued). Glossary of Terms

Term

Common Definition

Spiraling

A packaging process used when multiple forms of a test exist and it is desired that
each form be tested in al classrooms (or other grouping unit (e.g., schools))
participating in the testing process. This process allows for the random distribution
of test booklets to students. For example, if a package has four test forms labeled A,
B, C, and D, the order of the test booklets in the package would be A, B, C, D, A, B,
C,D,A,B,C,D,etc.

Standard
Deviation (SD)

A statistic that measures the degree of spread or dispersion of a set of scores. The
value of this statistic is aways greater than or equal to zero. If al of the scoresin a
distribution are identical, the standard deviation is equal to zero. The further the
scores are away from each other in value, the greater the standard deviation. This
statistic is calculated using the information about the deviations (distances) between
each score and the distribution’s mean. It is equivalent to the square root of the
variance statistic. The standard deviation isa commonly used method of examining a
distribution’s variability since the standard deviation is expressed in the same units
asthe data.

Standard Error
of Measurement
(SEM)

It is the amount an observed score is expected to fluctuate around the true score. As
an example, across replications of a measurement procedure, the true score will not
differ by more than plus or minus one standard error from the observed score about
68 percent of the time (assuming normally distributed errors). The SEM is frequently
used to obtain an idea of the consistency of a person’s score in actual score units, or
to set a confidence band around a score in terms of the error of measurement. Often
asingle SEM valueis calculated for al test scores. On other occasions, however, the
value of the SEM can vary aong a score scale. Conditional standard errors of
measurement (CSEMs) provide an SEM for each possible scaled score.

Step Difficulty

Step difficulty is a parameter estimate in Master’s partial credit model (PCM) that
represents the relative difficulty of each score step (e.g., going from ascoreof 1to a
score of 2). The higher the value of a particular step difficulty, the more difficult a
particular step is relative to other score steps (e.g., isit harder to go fromaltoa?2,
ortogofroma2toaa3l).

Strand

On score reports, a strand often refers to a set of items on a test measuring the same
contextual area (e.g., Number Sense in Mathematics). Items developed to measure
the same reporting category would be used to determine the strand score (sometimes
called “subscale” score).

Technical
Advisory
Committee (TAC)

A group of individuals, most often professionals in the field of testing, who are
either appointed or selected to make recommendations for and to guide the technical
development of a given testing program.

Validity

The degree to which accumulated evidence and theory support specific
interpretations of test scores entailed by the purposed uses of a test. There are
various ways of gathering validity evidence.
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Preface: An Overview of Assessments from 2003 to the Present

The period from 2003 through 2006 brought significant structural changes to the test blueprint
for the Pennsylvania System of School Assessment (PSSA). These changes necessitated
extensive test development and field testing activity along with phased-in implementation of the
operational assessment. Included in this process was the development and implementation of
assessments at additional grade levels.

For mathematics and reading, content changes for Grades 5, 8, and 11 were developed in 2003,
field tested in spring 2004, and implemented in spring 2005. The 2005 PSSA Technical Report
for Reading and Mathematics provides a description of test development activities including a
review of open-ended tasks and multiple-choice items, field testing, selection of items, statistical
anaysis of assessment data, reliability, validity, standard setting, and other technical
characteristics of the operational 2005 PSSA. Test development for the new grade levels of 4, 6,
and 7 began in 2004, with field testing in 2005, and full implementation in 2006. Similarly, the
2006 PSSA Technical Report for Reading and Mathematics. Grades 4, 6, and 7 provides a
complete description of test development activities, item review, field testing, statistical analysis,
item selection, and technical characteristics of the operational 2006 PSSA for these grade levels.
In 2007, the Grade 3 reading and mathematics assessment became DRC'’s responsibility and is
covered in the 2007 PSSA Technical Report for Reading and Mathematics, along with the
remaining grades.

Changes implemented in the writing assessment of spring 2006 were designed to sharpen the
focus on what is assessed with respect to Academic Standards 1.4 and 1.5. To support this effort,
a shift in grade levels assessed was made, moving from Grades 6 and 9 to Grades 5 and 8,
thereby aligning assessment to the end of elementary and middle school years. The writing
testing window was changed from fall to February 2006 for Grades 5 and 8, making it consistent
with Grade 11. Mode-specific scoring guidelines replaced domain scoring, and the introduction
of stimulus-based passages and associated multiple-choice items measuring revising and editing
expanded the basis of the conventions score. An account of the development of writing prompts
and stimulus-based, multiple-choice items, review processes, field testing and item analysis,
standard setting, and other technical characteristics of the operational 2006 PSSA may be found
in the 2006 PSSA Technical Report for Writing.

The introduction of an operational science assessment in 2008 moved closer to redlity with a
major standalone field test at Grades 4, 8, and 11 in April-May of 2007. A description of the
development of science scenarios and related multiple-choice, short answer open-ended, and
extended open-ended questions, item review processes, statistical analysis of field test data, and
selection of items for the 2008 operational science test may be found in the 2008 PSSA
Preliminary Technical Report for Science. Subsequently, the first operational science assessment
took place in the spring of 2008, along with standard setting and reporting of results.

With the exception of some shifting of test windows, the spring assessments of 2009, 2010,
2011, 2012, and 2013 were conducted without change in content structure of the PSSA test
instruments.

The following pages provide an overview of the year-to-year changes to the PSSA. Tables and
descriptions show the subject areas assessed, time of year the testing activity took place, and the
type of testing that occurred (e.g., operational, field testing, Grade 12 retest) for each year.
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To access any of the PSSA technical reports referenced in the Preface, please go to the
Pennsylvania Department of Education website, www.education.state.pa.us. Click on
“Programs’ from the menu in the left-hand column, then select “Programs O-R,” “Pennsylvania
System of School Assessment (PSSA),” then select “PSSA Technical Analysis’ from the “Most
Reguested Content...” box.

ASSESSMENT ACTIVITIES OCCURRING IN THE 200304 ScHoOOL YEAR

Table P-1 outlines the operational assessments and field tests administered during the 2003-04
school year. (A spring operational assessment in mathematics and reading took place at
Grades 3, 5, 8, and 11.)

As aresult of new Assessment Anchor Content Standards (Assessment Anchors) developed by
the Pennsylvania Department of Education (PDE) during 2003, new test items were developed
(see Chapter Two of the 2005 PSSA Technical Report for Reading and Mathematics). Following
the spring operational assessment, a separate, standalone field test of new items for Grades 5, 8,
and 11 was conducted. Note that Grade 11 students also took an operational writing assessment
in February, and Grades 6 and 9 students participated in a fall writing assessment. Lastly,
Grade 12 students who as 11th graders in the preceding spring failed to attain at least the
Proficient level in any subject area were offered an opportunity to retest.

Table P-1. Operational Assessment and Field Testing
During the 2003-04 School Y ear

Grade Assessment Activity Date
3 Operational mathematics and reading with embedded field test April 2004
(conducted by CTB/McGraw-Hill) b
5 Operational mathematics and reading April 2004
Standalone field test in mathematics and reading April/May 2004
6 Operational writing October 2004
8 Operational mathematics and reading April 2004
Standalone field test in mathematics and reading April/May 2004
9 Operational writing October 2004
Operational mathematics and reading April 2004
11 | Standalonefield test in mathematics and reading April/May 2004
Operational writing February 2004
Retest opportunity for students who as Grade 11 studentsin the October/
12 spring of 2003 failed to reach at least the Proficient level in
. . " November 2004
mathematics, reading, or writing
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ASSESSMENT ACTIVITIES OCCURRING IN THE 200405 SCHOOL YEAR

Table P-2 displays the operationa assessments and field tests that took place during the 2004-05
school year. The operational assessment at Grades 5, 8, and 11 used items chosen from the
spring 2004 field test. This was the first operational assessment that reflected the Pennsylvania
Assessment Anchors and Eligible Content. Fulfilling the No Child Left Behind Act of 2001
(NCLB) requirement that states must implement a test at Grades 3-8, a mgor field test in
mathematics and reading was administered at Grades 4, 6, and 7. Item development for these
new grade levels took place during 2004.

The Grades 6 and 9 writing assessment was reevaluated in favor of moving the writing
assessment to Grades 5 and 8. This accounts for the separate (standalone) field test at these grade
levels. There was also a test administration change from October to February. In addition, the
writing assessment underwent changes to align the test to the Academic Standards for writing.
New writing prompts and stimulus-based multiple-choice items were also field tested at Grade
11 as part of the operational assessment, hence the reference to an embedded field test. No
assessment activity of any kind occurred at Grade 9. As in fall 2003, the retest opportunity at
Grade 12 continued.

Table P—2. Operational Assessment and Field Testing
During the 2004-05 School Y ear

Grade Assessment Activity Date

3 Operationa mathematics and regdi ng with embedded field test April 2005
(conducted by CTB/McGraw-Hill)

4 Standalone field test for mathematics and reading April 2005

5 Operational mathematics and reading with embedded field test | April 2005
Standalone field test in writing February 2005
Standalone field test for mathematics and reading April 2005
Standalone field test for mathematics and reading April 2005

8 Operationa mathematics and reading with embedded field test | April 2005
Standalone field test in writing February 2005

1 Operational mathematics and reading with embedded field test | April 2005
Operational writing with embedded field test February 2005
Retest opportunity for students who as Grade 11 studentsin the | October/

12 | spring of 2004 failed to reach at least the Proficient level in November
mathematics, reading, or writing 2004
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ASSESSMENT ACTIVITIES OCCURRING IN THE 200506 SCHOOL YEAR

Table P-3 shows the assessment activities that occurred during the 2005-06 school year. Note
that the reading and mathematics operational assessments ran consecutively in Grades 3-8 and
Grade 11. For Grades 4, 6, and 7, it was the first year for operationa assessments. Field testing
for mathematics and reading was embedded as part of the operational assessment at each grade
level. At Grade 3, the reference to field testing with items developed by DRC reflects the
transition of shifting the assessment from CTB/McGraw-Hill to DRC in 2007. As in previous
years, the retest opportunity at Grade 12 continued.

The first operational assessments for writing at Grades 5 and 8 took place in the 200506 school
year, while the Grade 11 writing assessment continued in the same February testing window. For
al three grade levels, the operational writing assessments featured mode-specific scoring
guidelines, stimulus-based multiple-choice items, and a grade-specific emphasis shift in writing
modes assessed. See the 2006 PSSA Technical Report for Writing: Grades 5, 8, and 11 for
further information about the new writing assessments. Since extensive field testing in February
2005 produced a pool of prompts for use over several years, no additional writing prompts were
field tested in 2006. However, new multiple-choice items were field tested in the 2006 writing
assessment.

Table P-3. Operational Assessment and Field Testing
During the 200506 School Y ear

Grade Assessment Activity Date

Operational mathematics and reading with embedded field test
of DRC-written items (conducted by CTB/McGraw-Hill)

4 Operational mathematics and reading with embedded field test March 2006
Operationa mathematics and reading with embedded field test March 2006
Operational writing with embedded field test February 2006
Operational mathematics and reading with embedded field test March 2006
7 Operational mathematics and reading with embedded field test March 2006
Operational mathematics and reading with embedded field test March 2006

April 2006

8
Operational writing with embedded field test February 2006

1 Operational mathematics and reading with embedded field test March 2006
Operational writing with embedded field test February 2006
Retest opportunity for students who as Grade 11 studentsinthe | October/

12 | spring of 2005 failed to reach at least the Proficient level in November
mathematics, reading, or writing 2005
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ASSESSMENT ACTIVITIESOCCURRING IN THE 200607 SCHOOL YEAR

Table P-4 shows the assessment plan for the 200607 school year. Note that the mathematics
and reading assessments ran consecutively in Grades 3-8 and Grade 11. For Grades 4, 6, and 7,
it was the second year for operational assessments and the first year in which these grade levels
were included in the adequate yearly progress (AY P) calculations. Field testing for mathematics
and reading continued to be embedded as part of the operational assessments at each grade level.
This was the first year in which DRC was responsible for the Grade 3 assessment, as the
transition from CTB/McGraw-Hill was complete. Asin previous years, the retest opportunity at
Grade 12 continued.

The operational assessment for writing at Grades 5, 8, and 11 continued in the same February
testing window featuring the mode-specific scoring guidelines, stimulus-based multiple-choice
items, and a grade-specific emphasis in writing modes assessed, which were introduced in 2006.
Since extensive field testing in February 2005 produced a pool of prompts for use over severa
years, no additional writing prompts needed to be field tested in 2007. However, new multiple-
choice items were field tested in the 2007 writing assessment.

Following the spring operational assessments in writing, reading, and mathematics, a separate,
standalone field test in science was administered for Grades 4, 8, and 11 with full
implementation scheduled for 2008.

Table P—4. Operational Assessment and Field Testing
During the 200607 School Y ear

Grade Assessment Activity Date

3 Operational mathematics and reading with embedded field test March 2007
Operational mathematics and reading with embedded field test March 2007

4 Standalone field test in science April/May 2007
Operational mathematics and reading with embedded field test March 2007

> Operational writing with embedded field test February 2007

6 Operational mathematics and reading with embedded field test March 2007

7 Operational mathematics and reading with embedded field test March 2007
Operational mathematics and reading with embedded field test March 2007

8 Operationa writing with embedded field test February 2007
Standalone field test in science April/May 2007
Operational mathematics and reading with embedded field test March 2007

11 | Operational writing with embedded field test February 2007
Standalone field test in science April/May 2007
Ret_est opportunit_y for students who as Grade 11 students_i nthe October/

12 spring of _2006 fai I_ed to reac_h_at least the Proficient level in November 2006
mathematics, reading, or writing
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ASSESSMENT ACTIVITIESOCCURRING IN THE 200708 ScHOOL YEAR

Table P-5 shows the assessment plan for the 2007-08 school year. Note that the mathematics
and reading assessments ran consecutively in Grades 3-8 and Grade 11. For Grades 4, 6, and 7,
it was the third year for operational assessments and the second year in which these grade levels
were included in the AY P calculations. Field testing for mathematics and reading continued to be
embedded as part of the operational assessments at each grade level. This was the second year in
which DRC was responsible for the Grade 3 assessment. As in previous years, the retest
opportunity at Grade 12 continued.

The operational assessment for writing at Grades 5, 8, and 11 continued in the same February
testing window featuring the mode-specific scoring guidelines, stimulus-based multiple-choice
items, and a grade-specific emphasis in writing modes assessed, which was introduced in 2006.
Since extensive field testing in February 2005 produced a pool of prompts for use over several
years, no additional writing prompts needed to be field tested in 2007. However, new multiple-
choice items were field tested in the 2008 writing assessment.

Joining the spring operational assessments in writing, reading, and mathematics was science at
Grades 4, 8, and 11. See the 2008 PSSA Technical Report for Science: Grades 4, 8, and 11 for
further information about the new science assessments.

Table P-5. Operational Assessment and Field Testing
During the 2007-08 School Y ear

Grade Assessment Activity Date

3 Operational mathematics and reading with embedded field test March/April 2008

4 Operational mathematics and reading with embedded field test March/April 2008
Operational science with embedded field test April/May 2008

5 Operational mathematics and reading with embedded field test March/April 2008
Operational writing with embedded field test February 2008
Operational mathematics and reading with embedded field test March/April 2008
Operational mathematics and reading with embedded field test March/April 2008
Operational mathematics and reading with embedded field test March/April 2008

8 Operational writing with embedded field test February 2008
Operational science with embedded field test April/May 2008
Operational mathematics and reading with embedded field test March/April 2008

11 Operational writing with embedded field test February 2008
Operational science with embedded field test April/May 2008
Ret_eﬂ opportunit_y for students who as Grade 11 students.i nthe October/

12 | spring of 2007 fallled to reac.h. at least the Proficient level in November 2007
mathematics, reading, or writing
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ASSESSMENT ACTIVITIES OCCURRING IN THE 200809 SCHOOL YEAR

Table P-6 shows the assessment plan for the 2008-09 school year. The mathematics and reading
assessments continued to be operational for Grades 3-8 and Grade 11. Field testing for
mathematics and reading continued to be embedded as part of the operational assessments at
each grade level. Asin previous years, the fall retest opportunity at Grade 12 continued.

The operational assessment for writing at Grades 5, 8, and 11 continued with a February testing
window featuring mode-specific scoring guidelines; stimulus-based, multiple-choice items; and a
grade-specific emphasis in writing modes assessed. An embedded field test of writing prompts
was incorporated in the 2009 assessment along with a set of embedded field test multiple-choice
items.

The second operational assessment in science took place in April/May. Similar to the other
operational assessments, field testing for science was embedded as part of the operational
assessments at each grade level.

Table P-6. Operational Assessment and Field Testing

During the 2008-09 School Y ear

Grade | Assessment Activity Date

3 Operationa mathematics and reading with embedded field test March 2009

4 Operational mathematics and reading with embedded field test March 2009
Operational science with embedded field test April/May 2009

5 Operationa mathematics and reading with embedded field test March 2009
Operational writing with embedded field test February 2009
Operational mathematics and reading with embedded field test March 2009
Operationa mathematics and reading with embedded field test March 2009
Operational mathematics and reading with embedded field test March 2009

8 Operational writing with embedded field test February 2009
Operational science with embedded field test April/May 2009
Operational mathematics and reading with embedded field test March 2009

11 | Operational writing with embedded field test February 2009
Operational science with embedded field test April/May 2009
Ret_%t opportunit_y for students who as Grade 11 students_i nthe October/

12 | spring of _2008 fall_ed to reac_h_ at least the Proficient level in November 2008
mathematics, reading, or writing
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ASSESSMENT ACTIVITIESOCCURRING IN THE 2009-10 ScHoOL YEAR

Table P—7 shows the assessment plan for the 2009-10 school year. A notable change from
previous years was that all assessments and make-ups were completed during the testing window
from April through the first week of May.

The mathematics and reading assessments continued to be operational for Grades 3-8 and
Grade 11. Field testing for mathematics and reading continued to be embedded as part of the
operational assessments at each grade level. As in previous years, the fall retest opportunity at
Grade 12 continued.

The operational assessment for writing at Grades 5, 8, and 11 continued to feature mode-specific
scoring guidelines, stimulus-based multiple-choice items, and a grade-specific emphasis in
writing modes assessed. An embedded field test of writing prompts was included in the 2010
assessment along with a set of embedded field test multiple-choice items.

The operational assessment for science at Grades 4, 8, and 11 included multiple-choice and
open-ended questions. Students responded to standalone multiple-choice and open-ended
guestions (all grades) as well as scenario-based multiple-choice (Grades 8 and 11) and open-
ended (Grade 11 only) questions. Field testing was embedded as part of the operational
assessments at each grade level.

Table P-7. Operational Assessment and Field Testing
During the 2009-10 School Y ear

Grade Assessment Activity Date

3 Operational mathematics and reading with embedded field test April/May 2010

4 Operationa mathematics and reading with embedded field test April/May 2010
Operational science with embedded field test April/May 2010

5 Operational mathematics and reading with embedded field test April/May 2010
Operational writing with embedded field test April/May 2010
Operational mathematics and reading with embedded field test April/May 2010
Operationa mathematics and reading with embedded field test April/May 2010
Operational mathematics and reading with embedded field test April/May 2010

8 Operational writing with embedded field test April/May 2010
Operational science with embedded field test April/May 2010
Operational mathematics and reading with embedded field test April/May 2010

11 Operational writing with embedded field test April/May 2010
Operational science with embedded field test April/May 2010
Retgst opportunity for students who as Grade 11 students.i nthe October/

12 | spring of _2009 fa|l_ed to r_each at Ieas@ t_he Proficient level in November 2009
mathematics, reading, science, or writing
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ASSESSMENT ACTIVITIESOCCURRING IN THE 2010-11 ScHoOOL YEAR

Table P-8 shows the assessment plan for the 2010-11 school year. A change from the previous
year is an earlier testing window, beginning in mid-March for mathematics and reading, late-
March to April for writing, and early April for science. A make-up period extended into mid-
April for al assessments.

The mathematics and reading assessments continued to be operational for Grades 3-8 and Grade
11. Field testing for mathematics and reading continued to be embedded as part of the
operational assessments at each grade level. As in previous years, the fall retest opportunity at
Grade 12 continued.

The operational assessment for writing at Grades 5, 8, and 11 continued to feature mode-specific
scoring guidelines, stimulus-based multiple-choice items, and a grade-specific emphasis in
writing modes assessed. An embedded field test of writing prompts was included in the 2011
assessment along with a set of embedded field test multiple-choice items.

The operational assessment for science at Grades 4, 8, and 11 included multiple-choice and
open-ended questions. Students responded to standalone multiple-choice and open-ended
guestions (all grades) as well as scenario-based multiple-choice (Grades 8 and 11) and open-
ended (Grade 11 only) questions. Field testing was embedded as part of the operational
assessments at each grade level.

Table P-8. Operational Assessment and Field Testing

During the 2010-11 School Y ear

Grade Assessment Activity Date
3 Operationa mathematics and reading with embedded field test March/April 2011
4 Operational mathematics and reading with embedded field test March/April 2011
Operational science with embedded field test March/April 2011
5 Operationa mathematics and reading with embedded field test March/April 2011
Operational writing with embedded field test March/April 2011
Operational mathematics and reading with embedded field test March/April 2011
Operationa mathematics and reading with embedded field test March/April 2011
Operational mathematics and reading with embedded field test March/April 2011
8 Operational writing with embedded field test March/April 2011
Operational science with embedded field test March/April 2011
Operational mathematics and reading with embedded field test March/April 2011
11 Operational writing with embedded field test March/April 2011
Operational science with embedded field test March/April 2011
Ret_eﬂ opportunit_y for students who as Grade 11 students_i nthe October/
12 spring of 2010 fallled to r'each at IeasF t.he Proficient level in November 2010
mathematics, reading, science, or writing
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ASSESSMENT ACTIVITIESOCCURRING IN THE 2011-12 ScCHOOL YEAR

Table P9 shows the assessment plan for the 2011-12 school year. The testing window for
mathematics and reading began in mid-March, while writing and science began in mid to late
April. The make-up period for mathematics and reading extended into late March, while writing
and science extended into early May.

The mathematics and reading assessments continued to be operational for Grades 3-8 and
Grade 11. Field testing for mathematics and reading continued to be embedded as part of the
operational assessments at each grade level. As in previous years, the fall retest opportunity at
Grade 12 continued.

The operational assessment for writing at Grades 5, 8, and 11 continued to feature mode-specific
scoring guidelines, stimulus-based multiple-choice items, and a grade-specific emphasis in
writing modes assessed. An embedded field test of writing prompts was included in the 2012
assessment along with a set of embedded field test multiple-choice items.

The operational assessment for science at Grades 4, 8, and 11 included multiple-choice and
open-ended questions. Students responded to standalone multiple-choice and open-ended
guestions (all grades) as well as scenario-based multiple-choice (Grades 8 and 11) and
open-ended (Grade 11 only) questions. Field testing was embedded as part of the operational
assessments at each grade level.

Table P-9. Operational Assessment and Field Testing
During the 2011-12 School Y ear

Grade Assessment Activity Date
3 Operationa mathematics and reading with embedded field test March 2012
4 Operationa mathematics and reading with embedded field test March 2012

Operational science with embedded field test April 2012
5 Operationa mathematics and reading with embedded field test March 2012
Operational writing with embedded field test April 2012
Operational mathematics and reading with embedded field test March 2012
Operationa mathematics and reading with embedded field test March 2012
Operational mathematics and reading with embedded field test March 2012
8 Operational writing with embedded field test April 2012
Operational science with embedded field test April 2012
Operational mathematics and reading with embedded field test March 2012
11 Operational writing with embedded field test April 2012
Operational science with embedded field test April 2012
Ret_%t opportunit_y for students who as Grade 11 students_i nthe October/
12 spring of 2011 fallled to r_each at IeasF t.he Proficient level in November 2011
mathematics, reading, science, or writing
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ASSESSMENT ACTIVITIES PLANNED FOR THE 2012-13 SCHOOL YEAR

Table P-10 shows the assessment plan for the 2012-13 school year. The 2012-13 school year
begins the initial transition for the PSSA Mathematics, Reading, and Writing tests to align to the
newly-developed Pennsylvania Assessment Anchors and Eligible Content aigned to the
Pennsylvania Common Core Standards (PACC). The transition from the Legacy PSSA
Mathematics, Reading, and Writing tests to the new PACC-based PSSA tests will occur during
the operational 2013-14 and 2014-15 administrations, with grades 3, 4, and 5 part of the first
phase, and grades 6, 7, and 8 part of the second phase.

As a part of the PACC transition, the Legacy PSSA Reading test and the Legacy PSSA Writing
test will be phased out and will be replaced with an English Language Arts test aligned to the
PACC. As part of thistransition, there will be a standalone field test at Grades 3, 4, and 5 for the
Writing component of the English Language Arts test. This standalone field test will include
standalone multiple-choice items (as opposed to stimulus-based multiple-choice items on the
Legacy Writing test) and writing prompts at Grades 3, 4, and 5. In addition, at Grade 3 there will
be open-ended items on the standalone ELA Writing test. This standalone field test will take
place during a two-week testing window in early to mid February. The Reading component of
the new PACC ELA test will be embedded in the 2013 Reading field test.

Additionally, PDE modified the order of the testing windows for writing, reading and
mathematics, and science. Writing will now take place earlier than reading and mathematics
instead of at the same time as science. The testing window for writing will begin mid March;
mathematics and reading will begin early to mid April, while science will begin mid to late
April. The make-up period for writing extends into mid to late March, while mathematics,
reading, and science extends into early May. These operational assessments will all be offered in
an online format in addition to the paper/pencil format used in previous assessments.

An additional change from previous years is the removal of Grade 11 from the Mathematics,
Reading, Science, and Writing. As Grade 11 will no longer be a part of the assessments, the fall
retest opportunity at Grade 12 will no longer be available. Operational tests will continue to be
available for Mathematics and Reading at Grades 3-8, Science at grades 4 and 8, and Writing at
grades 5 and 8.

Field testing for mathematics and reading will continue to be embedded as part of the operational
assessments at each grade level. The embedded field test items for Grades 3, 4, and 5 will be
aligned to the Pennsylvania Assessment Anchors and Eligible Content aligned to the
Pennsylvania Common Core Standards, while the embedded field test items for Grades 6, 7, and
8 will continue to be aligned to the previous Assessment Anchor Content Standards.

The operational assessment for science at Grades 4 and 8 will include multiple-choice and open-
ended questions. Students will respond to standalone multiple-choice and open-ended questions
(all grades) as well as scenario-based multiple-choice questions (Grades 8 only). Field testing
will be embedded as part of the operational assessments at each grade level.
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The operational assessment for writing at Grades 5 and 8 will continue to feature mode-specific
scoring guidelines, stimulus-based multiple-choice items, and a grade-specific emphasis in
writing modes assessed. An embedded field test of writing prompts will be included in the 2012
assessment along with a set of embedded field test multiple-choice items at Grade 8. The
operational assessment at Grade 5 will include placeholder multiple-choice items for consistency
in the length of the multiple-choice section of the assessment; however, students will respond to
only two writing prompts at Grade 5, as a field-test writing prompt is not needed due to the
standalone field test at that grade.

Table P-10. Operational Assessment and Field Testing

During the 2012-13 School Y ear

Grade Assessment Activity Date
Operational mathematics and reading with embedded field test April 2013
3 Standalone field test in ELA: writing February 2013
Operational mathematics and reading with embedded field test April 2013
4 Operational science with embedded field test April 2013
Standalone field test in ELA: writing February 2013
Operational mathematics and reading with embedded field test April 2013
5 Operational writing March 2013
Standalone field test in ELA: writing February 2013
Operationa mathematics and reading with embedded field test April 2013
Operational mathematics and reading with embedded field test April 2013
Operationa mathematics and reading with embedded field test April 2013
8 Operational writing with embedded field test March 2013
Operational science with embedded field test April 2013
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ASSESSMENT ACTIVITIES PLANNED FOR THE 2013-14 SCHOOL YEAR

Table P-11 shows the assessment plan for the 2013-14 school year. The 2013-14 school year
continues the transition for the PSSA Mathematics, Reading, and Writing tests to align to the
newly-developed Pennsylvania Assessment Anchors and Eligible Content aigned to the
Pennsylvania Core Standards (PCS), as field-test items will be aigned to the PCS-aligned
Assessment Anchors and Eligible Content. The operational assessments in Mathematics,
Reading, and Writing are comprised of items that align to both the PCS and the existing
Assessment Anchors and Eligible Content. Reporting in 2013-14 will continue to use the
previous content structure. The transition from the Legacy PSSA Mathematics, Reading, and
Writing tests to the new PCS-based PSSA tests will occur during the operationa 2014-15
administration.

As a part of the PACC transition, the Legacy PSSA Reading test and the Legacy PSSA Writing
test will be phased out and will be replaced with an English Language Arts test aligned to the
PACC. As part of this transition, there will be a standalone field test at Grades 6, 7, and 8 for the
Writing component of the English Language Arts test. This standalone field test will include
standalone multiple-choice items (as opposed to stimulus-based multiple-choice items on the
Legacy Writing test) and writing prompts at Grades 6, 7, and 8. This standalone field test will
take place during a two-week testing window in early to mid-February. The Reading component
of the new PCS ELA test will be embedded in the 2014 Reading field test.

Writing will now take place after reading and mathematics but before science. The testing
window for mathematics and reading will begin mid-March; writing will begin late March to
early April; and science will begin late April. The make-up period for mathematics and reading
extends into early April, while the make-up period for writing extends into early to mid-April
and science extends into early May. These operational assessments will continue to be offered in
an online format in addition to the paper/pencil format used in previous assessments.

Field testing for mathematics and reading will continue to be embedded as part of the operational
assessments at each grade level. The embedded field test items will be aligned to the
Pennsylvania Assessment Anchors and Eligible Content aligned to the Pennsylvania Common
Core Standards.

The operational assessment for science at Grades 4 and 8 will include multiple-choice and open-
ended questions. Students will respond to standalone multiple-choice and open-ended questions
(al grades) as well as scenario-based multiple-choice questions (Grades 8 only). Field testing
will be embedded as part of the operational assessments at each grade level.

The operational assessment for writing at Grades 5 and 8 will continue to feature mode-specific
scoring guidelines, stimulus-based multiple-choice items, and a grade-specific emphasis in
writing modes assessed. Students will respond to only two writing prompts, as a field-test writing
prompt is not needed due to the upcoming transition to the ELA assessments.
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Table P-11. Operational Assessment and Field Testing

During the 2013-14 School Year (Planned)

Grade Assessment Activity Date
3 Operational mathematics and reading with embedded field test March 2014
4 Operationa mathematics and reading with embedded field test March 2014
Operational science with embedded field test April-May 2014
5 Operational mathematics and reading with embedded field test March 2014
Operational writing March-April 2014
5 Operational mathematics and reading with embedded field test March 2014
Standalone field test in ELA: writing February 2014
- Operationa mathematics and reading with embedded field test March 2014
Standalone field test in ELA: writing February 2014
Operational mathematics and reading with embedded field test March 2014
8 Operational writing with embedded field test March-April 2014
Operational science with embedded field test April-May 2014
Standalone field test in ELA: writing February 2014
2013 PSSA Technical Report Page xxii
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Chapter One: Background of the Pennsylvania System of School
Assessment (PSSA)

This brief overview of the Pennsylvania System of School Assessment (PSSA) summarizes the
history of the current program’s development process, the program’s intent and purpose, recent
changes to the program, and the student population that participates in the assessments.
Pennsylvania’s involvement in state-wide assessment actually began in the 1969-70 school year
with a purely school-based assessment known as Educational Quality Assessment (EQA), which
continued through the 1987-88 school year. A state mandated student competency testing
program called Testing for Essential Learning and Literacy Skills (TELLS) aso operated from
the school years of 1984-85 through 1990-91.

THE PENNSYLVANIA SYSTEM OF SCHOOL ASSESSMENT

The Pennsylvania System of School Assessment program was instituted in 1992 as a school
evaluation model with reporting at the school level only. Test administration took place in
February/March, and school district participation was every third year based on the strategic
planning cycle. Mathematics and reading were assessed at Grades 5, 8, and 11; districts could
choose to participate in the writing assessment at Grades 6 and 9. The State Board of Education’s
revisions to Chapter 5 in November 1994 brought major changes to the PSSA, beginning with
the spring 1995 assessment. These changes included the following:

* All districts were required to participate in the mathematics and reading assessment
each year.

* Student-level reports were generated in addition to school reports.

* The Grades 6 and 9 writing assessments became mandatory on a three-year cycle
corresponding with the district’ s strategic planning cycle.

Y early administration of the PSSA in 1996, 1997, and 1998 continued at the assessed grades for
mathematics and reading, utilizing essentialy the same test structure, reporting practices, and
testing window. Writing assessment continued on the established mandatory cycle; however, an
increasing number of districts chose to participate every year on a voluntary basis.

Pennsylvania Academic Standards and the PSSA

A magjor structural change took place in test content with the State Board of Education’s adoption
of the Pennsylvania Academic Standards for Reading, Writing, Speaking and Listening, and
Mathematics in January 1999 (Pennsylvania State Board of Education, 1999). The Academic
Standards, which are part of Chapter 4 Regulations on Academic Standards and Assessment,
detailed what students should know (knowledge) and be able to do (skills) at various grade
levels. Subsequently, the State Board approved a set of criteria defining Advanced, Proficient,
Basic, and Below Basic levels of performance. Mathematics and reading performance level
results were reported at both the student and school levels for the 2000 PSSA. At that point, the
PSSA became a standards-based, criterion-referenced assessment measuring student attainment
of the Academic Standards while simultaneously determining the extent to which school
programs enabled students to achieve proficiency of the Academic Standards. The regulations
also stipulated that appropriate results be broadly disseminated to an array of audiencesincluding
students, parents, educators, citizens, and state policymakers, including the State Senate, the
General Assembly, and the State Board. School reporting was to include the aggregate
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performance of al students and for relevant subgroups, such as those students with an
Individualized Education Plan (IEP). Finally, the data was intended to inform educators
regarding school program strengths and weaknesses in order to guide the improvement of
curricula and instructional strategies. The data was also intended to be used in the development
of strategic plans.

The mathematics and reading assessments from 2001 through 2004 underwent various content
enhancements to improve alignment to the Academic Standards. For example, the reading
assessment transitioned to utilizing more passages of shorter length and fewer items to improve
the range of topics to which students responded. Various reporting modifications were
introduced to more effectively communicate results.

ASSESSMENT ANCHOR CONTENT STANDARDS, CONTENT STRUCTURE, AND NEW
GRADE LEVELSFOR MATHEMATICSAND READING

Assessment in 2005 was marked by major structural changes to the PSSA. Assessment Anchor
Content Standards (Assessment Anchors) developed during the previous school year to clarify
content structure and improve articulation between assessment and instruction were implemented
in terms of test design and reporting. At the same time, field testing of mathematics and reading
occurred at Grades 4, 6, and 7. As specified by PL 107-110, the No Child Left Behind Act of
2001 (NCLB), states, school districts, and schools must achieve a minimum level of
improvement each year, known as adequate yearly progress, or AY P. Accordingly, the third year
of calculationsfor AY P were conducted and reported for Grades 5, 8, and 11.

The 2006 operational mathematics and reading assessment incorporated Grades 4, 6, and 7 for
the first time. The assessed grade levels for 2006 included Grades 3-8 and 11. The fourth year of
calculations for AY P were conducted and reported for Grades 5, 8, and 11 and, for the first time,
Grade 3.

In 2007 the operational mathematics and reading assessment continued in Grades 3-8 and 11.
AYP calculations for Grades 4, 6, and 7 took place in 2007 when they were assessed for the
second time.

The operational mathematics and reading assessments of 2008, 2009, 2010, 2011, and 2012
continued in Grades 3-8 and 11, utilizing the same content structure. AYP calculations
continued for all grades.

The validation of performance levels for mathematics and reading, utilizing the Bookmark
method, took place during the summer of the following years. 2005 (Grades 5, 8, and 11), 2006
(Grades 4, 6, and 7), and 2007 (Grade 3). See Chapter Thirteen for a brief summary.

More information regarding the 2012 mathematics and reading tests may be found in Chapter
Two and in the following Pennsylvania Department of Education publications available on the
PDE website: 2011-2012 PSSA Assessment Handbook, 2009-2010 PSSA Reading Item and
Scoring Sampler Supplement (one per assessed grade level), and 2009-2010 PSSA Mathematics
Item and Scoring Sampler Supplement (one per assessed grade level). These handbooks can be
accessed by going to www.education.state.pa.us. On the left, first click on “Programs,” then
“Programs O-R,” next “Pennsylvania System of School Assessment (PSSA)” and then
“Resource Materials.”
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Core Recycling for Mathematics and Reading

In 2009, PDE made a temporary change to the PSSA test plan for reading and mathematics in
order to create required cost savings due to state-level budget concerns. A recycling plan was
proposed and accepted that significantly decreased the volume of new item development over a
two-year period in 2011 and 2012, and required that a portion of the core from the 2012
administration would be composed of items recycled from prior core administrations. Under this
plan, the reduced number of new itemsin 2011 and 2012 resulted in a reduced number of field
test formsin 2011 and 2012 from 9 down to 5. These changes impacted the test design for 2012.

The mathematics core for 2013 was built with the standard core-to-core links from the 2012 core.
The remainder of the core was built from items appearing in the embedded field test positions
from the 2012 embedded field test or from the existing item bank.

The reading core for 2012 was built with the standard core-to-core links from the 2011 core. The
remainder of the core was built from items appearing in the embedded field test positions from
the 2011 embedded field test, from the existing item bank, or from items recycled from the 2010
or 2011 cores.

The 2012 PSSA has five field test forms per grade, each with anormal core, normal core-to-core
link, and normal equating block (per form). Equating block positions for mathematics were
reduced due to fewer forms, however due to the reduction in equating block items for
mathematics, core items from 2010 were added as a specia set of core-to-core linking so that the
total linking points remained unchanged.

More information regarding the 2012 operational layout and core recycling for mathematics and
reading can be found in Chapter Three.

THE PENNSYLVANIA SCIENCE ASSESSMENT

In accordance with the NCLB requirement to implement an operational science assessment in
2008, a major test development effort in science took place during 2006, followed by a
large-scale, standalone field test in April/May of 2007. A full implementation of an operational
science assessment at Grades 4, 8, and 11 first occurred in April-May 2008. The 2009 PSSA
operational science assessment continued with the same content structure and testing window as
in 2008.

Several historical milestones were significant to the development of a science test in
Pennsylvania. These include the following:

* The adoption of Act 16 or Pennsylvania Senate Bill 652 in 2000, which redefined the
PSSA “as a test developed and implemented by the Department of Education to
determine only academic achievement relating directly to objective Academic
Standards in the areas of reading, mathematics, and science.” (See the Science
Assessment Handbook, PDE, November 2006).

* Pennsylvania State Board of Education adoption of the Science and Technology
Sandards on July 12, 2001, and the Environment and Ecology Standards on
January 5, 2002.
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Aligned to the Pennsylvania Science Assessment Anchor Content Standards and Eligible
Content, the science test is designed to measure and report results in four major categories.

* The Nature of Science

* Biologica Sciences

* Physical Sciences

* Earth and Space Sciences

Students use their content knowledge and science process skills to answer a set of multiple-
choice items and open-ended questions that are standalone or related to a scenario. A science
scenario consists of a description of a class project, an experiment, or other research and
typically contains text, graphs, charts, and/or tables. Science test questions at Grade 4 consist of
standalone multiple-choice and 0-2-point short answer open-ended items. At Grades 8 and 11,
multiple-choice questions consist of both standalone and scenario-based items. All open-ended
items at Grade 8 are standalone 0—2-point questions. Grade 11 is more complex, as it has
standalone 0—-2-point questions and scenario-based 0—4-point questions formed by combining
two 0—2-point questions. More information may be found in Chapter Two and in the following
Pennsylvania Department of Education publications available on the PDE website: 2011-2012
PSSA Assessment Handbook and 2009-2010 PSSA Science Item and Scoring Sampler
Supplement (one per assessed grade level). These handbooks can be accessed by going to
www.education.state.pa.us. On the left, click on “Programs,” then “Programs O-R,” then
“Pennsylvania System of School Assessment (PSSA)” and then “Resource Materials.” The
establishment of performance levels for science, utilizing the Bookmark method, took place
during the summer of 2008. See Chapter Thirteen of thistechnical report for a brief summary.

THE PENNSYLVANIA WRITING ASSESSMENT

In 1990, the state initiated an on-demand writing assessment in which students wrote an essay in
response to a particular topic or prompt. With the advent of the Pennsylvania Academic
Standards in 1999, major changes took place in the writing assessment, including alignment to
the Academic Standards, as well as changes in scoring method, prompts, testing date, and
reporting. These changes, which are summarized below, were implemented in the 2000-01
school year and were followed by performance level reporting in the 2001-02 school year.

* Thewriting assessment became mandatory for all districts every year.

* Administration of the Grades 6 and 9 writing assessment was changed from February
to October.

* Scoring changed to a four-point scale for each of five domains (focus, content,
organization, style, and conventions).

*  Prompts were different for Grade 6 and Grade 9 rather than being identical at the two
grade levels.

* Withinagradelevel all students responded to two common prompts.

* The reporting model was greatly revised, and individual student reports were issued
for the first time.
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* A writing assessment for Grade 11 was administered for the first time in February
2001.

* In 2002, performance levels were adopted for writing and implemented in the
reporting of total writing results for the February Grade 11 and fall 2002 Grades 6
and 9 writing assessment.

In 2003 and 2004 writing continued to be assessed with a February window for Grade 11 and a
fall window for Grades 6 and 9.

In 2005 Grade 11 continued to be assessed in February; however, major field testing took place
at Grades 5 and 8 in anticipation of implementation of an operational writing assessment in 2006.
Consequently, afall 2005 operational writing assessment did not take place.

The 2006 PSSA operational writing assessment featured additional revisions that included the
following enhancements:

* Testing previously done in Grades 6 and 9 shifted to Grades 5 and 8 to provide better
alignment to the end of elementary school and middle school.

* Grades 5 and 8 joined Grade 11 in a February test window rather than the October
window used previously for Grades 6 and 9.

* Students responded to two writing prompts, which were evaluated in terms of (1) a
mode-specific scoring guideline and (2) a conventions scoring guideline, instead of
the former domain scoring.

* Stimulus-based revising/editing multiple-choice items were incorporated to provide a
more reliable and valid measure of the Conventions Academic Standard.

The 2007 and 2008 PSSA operational writing assessments continued with the same structure and
February testing window as in 2006.

Although the 2009, 2010, 2011, and 2012 PSSA operational writing assessments continued with
the same structure as in previous years, students also responded to an embedded field test
prompt. In addition, adjustments were made to the testing window in 2010 as it was shifted from
February to April/May.

The validation of performance levels for writing, utilizing the Body of Work method, took place
during the summer of 2006. See Chapter Thirteen for a brief summary.

More information may be found in Chapter Two and in the following two Pennsylvania
Department of Education publications available on the PDE website: 20112012 PSSA
Assessment Handbook and 2009-2010 PSSA Writing Item and Scoring Sampler Supplement (one
per assessed grade level). These handbooks can be accessed by going to
www.education.state.pa.us. On the left, first click on “Programs,” then “Programs O-R,” next
“Pennsylvania System of School Assessment (PSSA)” and then “ Resource Materials.”
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Chapter Two: Overview of the PSSA Framework

ACADEMIC STANDARDS, ASSESSMENT ANCHOR CONTENT STANDARDS, AND
ELIGIBLE CONTENT

PSSA Mathematics, Reading, and Science

The PSSA Assessment Anchor Content Standards and Eligible Content are based on the
Pennsylvania Academic Standards. Although the Academic Standards indicate what students
should know and be able to do, educator concerns regarding the number and breadth of
Academic Standards led to an initiative by the Pennsylvania Department of Education (PDE) to
develop Assessment Anchor Content Standards (A ssessment Anchors) to indicate which parts of
the Academic Standards (Instructional Standards) would be assessed on the PSSA. Based on
recommendations from Pennsylvania educators, the Assessment Anchors were designed as a tool
to improve the articulation of curricular, instructional, and assessment practices. The Assessment
Anchors clarify what is expected across each grade span and focus the content of the standards
into what is assessable on a large-scale test. The Assessment Anchor documents also serve to
communicate Eligible Content, also called assessment limits, or the range of knowledge and
skills from which the PSSA would be designed.

The Assessment Anchor’s coding is read like an outline. The coding includes the content, grade
level, Reporting Category, Assessment Anchor, descriptor (Sub-Assessment Anchor), and
Eligible Content. Thus, S4.A.1.3.1 would be Science, Grade 4, Reporting Category A,
Assessment Anchor 1, descriptor (Sub-Assessment Anchor) 3, and Eligible Content 1.

Each of the Assessment Anchors has one or more descriptors (Sub-Assessment Anchors) and
Eligible Content varying to reflect grade-level appropriateness. The Assessment Anchors form
the basis of the test design for the grades undergoing new test development. In turn, this
hierarchy is the basis for organizing the total content scores (based on the core [common]
sections).

A draft version of the Assessment Anchors and Eligible Content for mathematics and reading
was submitted to Achieve, Inc., Washington, D.C., for a special analysis to evaluate the degree
of alignment with the Academic Standards. Preliminary feedback enabled PDE to make
adjustments to improve the alignment as the Assessment Anchors took final form. These
adjustments were reflected operationally starting with the 2007 PSSA. Achieve, Inc., also
conducted a preliminary review of the science anchors in 2003 and produced a follow-up report
on the anchors in 2005.

The complete set of Assessment Anchors and Eligible Content can be referenced at PDE’'s
website:  www.education.state.pa.us. Click on the green check mark icon labeled “State
Assessment System,” then select “Pennsylvania System of School Assessment (PSSA),” then
select “ Assessment Anchors and Anchor Toolkit” under “Other Materials’ in the yellow box on
the right. In addition, see Appendix A for more information about how the Academic Standards
are linked to the Reporting Categories, Assessment Anchors, and Eligible Content.
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PSSA Writing

Assessment Anchors and Eligible Content have not been developed for the writing content area.
Instead, the PSSA writing program is aligned directly to the Academic Standards at 1.4 (Types
of Writing [Mode]) and at 1.5 (Quality of Writing). In 1999, Pennsylvania adopted academic
standards for writing (Academic Sandards for Reading, Writing, Speaking, and Listening) that
describe what students should know and be able to do with the English language at a grade level.
Within the framework of the assessment, the writing prompts are measured under Academic
Standards 1.4.A Narrative, 1.4.B Informational, and 1.4.C Persuasive, thus providing the
responses to the eligible modes the prompts are designed to elicit. The writing prompts are also
measured under Academic Standards 1.5.A—F Quality of Writing. The stimulus-based multiple-
choice items are measured under the Academic Standards 1.5.E Revising and 1.5.F Editing.

OVERVIEW OF THE 2013 PSSA
Mathematics Assessment Measures

The PSSA mathematics assessment has five major reporting categories. Numbers and
Operations, Algebraic Concepts, Geometry, Measurement, and Data Analysis and Probability.
By organizing the Assessment Anchors into a five-category reporting structure, there is a
similarity to the categories used by the National Council of Teachers of Mathematics (NCTM)
and the National Assessment of Educational Progress (NAEP). See Appendix A for more
information about how the Academic Standards are linked to the Reporting Categories,
Assessment Anchors, and Eligible Content.

The PSSA mathematics assessment employs two types of test items. multiple-choice and open-
ended. These item types assess different levels of knowledge and provide different kinds of
information about mathematics achievement. Psychometrically, multiple-choice items are very
useful and efficient tools for collecting information about a student’s academic achievement.
Open-ended performance tasks generally generate fewer scoreable points than multiple-choice
items in the same amount of testing time; however, they provide tasks that are more realistic and
better sample higher-level thinking skills. Furthermore, well-constructed scoring guides have
made it possible to include open-ended tasks in large-scale assessments such as the PSSA.
Trained scorers can apply the scoring guides to efficiently score large numbers of student papers
in a highly reliable way. The design of the PSSA attempts to achieve a reasonable balance
between the two item types.

MATHEMATICSMULTIPLE-CHOICE ITEMS

The majority of the mathematics items included on the PSSA are multiple-choice (selected-
response) items. This item type is especially efficient for measuring a broad range of content. In
the PSSA mathematics assessment, each multiple-choice item has four response options, only
one of which is correct. The student is awarded one point for choosing the correct response.
Distractors typically represent incorrect concepts, incorrect logic, incorrect application of an
algorithm, or computational errors.

Multiple-choice items are used to assess a variety of skill levels, from short-term recall of facts
to problem solving. PSSA items involving application emphasize the requirement to carry out
some mathematical process to find an answer, rather than simply recaling information from
memory.
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OPEN-ENDED TASKSFOR MATHEMATICS

Open-ended, or constructed-response, tasks require students to read a problem description and to
develop an appropriate solution. The open-ended items are designed to take about ten minutes
per item. Most of the open-ended items have several components to the overal task that may
enable students to enter or begin the problem at different places. In some items, each successive
component is designed to assess progressively more difficult skills or higher knowledge levels.
Certain components ask students to explain their reasoning for engaging in particular
mathematical operations or for arriving at certain conclusions. The types of tasks utilized do not
necessarily require computations. Students may aso be asked to perform such tasks as
constructing a graph, shading some portion of a figure, or listing object combinations that meet
specified criteria.

Open-ended tasks are especially useful for measuring students problem-solving skills in
mathematics. They offer the opportunity to present real-life situations that require students to
solve problems using mathematics abilities learned in the classroom. Students must read the task
carefully, identify the necessary information, devise a method of solution, perform the
calculations, enter the solution directly in the answer document, and when required, offer an
explanation. This provides insight into the students mathematical knowledge, abilities, and
reasoning processes.

The open-ended mathematics items are scored on a 04 point scale using an item-specific
scoring guideline. The item-specific scoring guideline outlines the requirements for each score
point. Item-specific scoring guidelines are based on the General Description of Mathematics
Scoring Guidelines for Open-ended Items. The general guidelines describe a hierarchy of
responses, which represent the five score levels. See Appendix B or the Mathematics Item and
Scoring Samplers available on the PDE website.

Reading Assessment Measures

The PSSA reading assessment has two major reporting categories: Comprehension and Reading
Skills, and Interpretation and Analysis of Fictional and Nonfictional Text. These two reporting
categories are derived from the Reading Academic Standards 1.1, 1.2, and 1.3. Standards 1.6,
1.7, and 1.8 are not addressed on the PSSA because they are not specific to reading
comprehension and can be more accurately evaluated at the school level. Standards 1.4 and 1.5
are addressed on the PSSA writing assessment. See Appendix A for more information about how
the Academic Standards are linked to the Reporting Categories, Assessment Anchors, and
Eligible Content.

The reading assessment employs two types of test items. multiple-choice and short-answer or
open-ended.’ The items are designed to measure students comprehension of the content
contained in the reading passages.

! Additionally, the 2013 reading assessment in grades 3-5 included two additional item types in field-test positions
only: evidence-based selected response items (two-part items that require a student to select an answer to a
comprehension question in part one and to select one or more pieces of evidence to support their answer in part two)
and text-dependent analysis questions (which require students to write an essay analyzing a passage or passage set to
be scored using a halistic scoring guideline). Field-test data for these item types are displayed in Chapter 5 and
Appendix S. The item types will be discussed in more detail in a future technical report after such items are
included in an operational assessment.
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READING MULTIPLE-CHOICE ITEMS

Multiple-choice (selected-response) items measure how well students comprehend the overall
meaning of a passage or make basic inferences about it. At times, asking students to choose a
preferred answer is the best way to determine whether they have gleaned certain information
from a story. Such information may include setting, central idea, or main events and their
sequence.

Each reading multiple-choice item has four response options, only one of which is correct. The
student is awarded one point for choosing the correct response. Incorrect response choices, or
distractors, typicaly represent some kind of misinterpretation, predisposition, unsound
reasoning, or casual reading.

SHORT-ANSWER OR OPEN-ENDED TASKS FOR READING

Constructed response tasks require written responses and are designed to address comprehension
of text in ways that multiple-choice items cannot. These short written responses require about ten
minutes per item, and alow a student to prepare an answer using supporting details or examples
derived from the text. Prior to 2012, these test questions were called "open ended" items due to
the many possible responses students could construct compared to the four static options
available in a multiple-choice item. In Grades 3-5, these items began to be labeled as short-
answer items during the 2012 administration. In Grades 6-8, these reading items continued to be
called open-ended items for the 2012 administration. All grades will transition to the short-
answer label beginning with the 2013 administration. The shift in labeling, from "open-ended” to
"short-answer”, was implemented to draw a greater contrast to the new "Text-Dependent
Analysis' prompts which require substantial student writing. By comparison, responses to the
short-answer items are ssimpler and require less explication and ailmost no analysis.

The reading short-answer and open-ended items are scored on a 0-3 point scale using an item-
specific scoring guideline. This scale is consistent with the scale used on the National
Assessment of Educational Progress (NAEP). The change from the former 0—4 point scale
improves the alignment with the types of tasks required. Each task is text-dependent and is
carefully constructed with the scoring guideline reflecting the task requirements. All item-
specific scoring guidelines are based on the General Scoring Guidelines for Short-answer
Reading Items or the General Scoring Guidelines for Open-ended Reading Items. The general
guidelines describe a hierarchy of responses, which represent the four score levels. See Appendix
B or the Reading Item and Scoring Samplers available on the PDE website.

Science Assessment Measures

The PSSA science assessment has four major reporting categories: The Nature of Science,
Biological Sciences, Physical Sciences, and Earth and Space Sciences. These categories are
similar to those used by the National Assessment of Educational Progress (NAEP) and The Third
International Mathematics and Science Study (TIMSS). However, the PSSA organizes the
categories differently. The science assessment anchors cover seventeen major categories from
two sets of standards: Science and Technology Standards (3.1, 3.2, 3.3, 3.4, 3.5, 3.6, 3.7, and
3.8) and Environment and Ecology Standards (4.1, 4.2, 4.3, 4.4, 4.5, 4.6, 4.7, 4.8, and 4.9). See
Appendix A for more information about how the Academic Standards are linked to the Reporting
Categories, Assessment Anchors, and Eligible Content.
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The science assessment employs two types of test items: multiple-choice and open-ended. These
item types assess different levels of knowledge and provide different kinds of information about
science achievement. The design of the operational 2013 PSSA for science achieves a reasonable
bal ance between the two item types.

SCIENCE MULTIPLE-CHOICE ITEMS

The majority of the science items included on the PSSA are multiple-choice (selected-response)
items, either as standalone multiple-choice items or as scenario-based multiple-choice items.
(Scenario-based multiple-choice items are found in Grade 8 only.) Multiple-choice items are
especialy efficient for measuring a broad range of content. In the PSSA science assessment,
each multiple-choice item has four response options, only one of which is correct. The student is
awarded one point for choosing the correct response. Distractors typically represent incorrect
concepts, incorrect logic, or incorrect application of ascientific principle.

Multiple-choice items are used to assess a variety of skill levels, from short-term recall of facts
to the application of science content. PSSA items involving application emphasize the
requirement to utilize science content to find an answer rather than ssimply recalling information
from memory.

OPEN-ENDED ITEMSFOR SCIENCE

At al grades, standalone open-ended science items require students to read a description of a
scientific problem and to develop an appropriate solution. Standalone open-ended items require
about five minutes per task.

Open-ended tasks are especialy useful for measuring students' skillsin science. These tasks may
present real-life situations that require students to solve problems using science abilities learned
in the classroom. Students must read atask carefully, identify the necessary information, devise a
method of solution, enter the solution directly into the answer document, and when required,
offer an explanation. This provides insight into students' science knowledge, abilities, and
reasoning processes.

The open-ended science items are scored on a 0-2-point scale with an item-specific scoring
guideline, and each task is carefully constructed with a scoring guideline reflecting the task
requirements. The general guidelines describe a hierarchy of responses, which represent the three
score levels. Each item-specific scoring guideline outlines the requirements at each score point,
and each item-specific scoring guideline is based on the Science Scoring Guidelines for Open-
ended Items. See Appendix B or the Science Item and Scoring Samplers available on the PDE
website.
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SCIENCE SCENARIOS FOR GRADE 8

In addition to standalone multiple-choice and open-ended items, the science assessment includes
scenarios at Grade 8. In consideration of the multidisciplinary and interdisciplinary nature of
science content, science scenarios create stronger connections between The Nature of
Science/Science Content and the multiple-choice items associated with a scenario. As a result,
science scenarios allow the assessment to efficiently address and utilize the connections among
the science content domains. A science scenario contains text, graphics, charts, and/or tables, and
uses these elements to describe the results of a class project, an experiment, or other similar
research. Students use the information found in a science scenario as a platform from which to
answer multiple-choice questions. Scenarios and questions reach beyond simple fact
recollection; they are designed to challenge students to think and to apply the knowledge and
skills learned in their classrooms. Scenarios are designed to reflect multi-dimensional classroom
activities that incorporate higher cognitive levels of understanding. Science scenarios challenge
students to interpret stimulus content and to apply existing knowledge to new data while using
science knowledge and process skillsto arrive at their answers.

Writing Assessment Measures
WRITING MULTIPLE-CHOICE ITEMS

Each multiple-choice item on the writing test is associated with a passage containing embedded
errors. Starting with the 2006 operational assessment and continuing through the 2013
assessment, four multiple-choice items are associated with each passage. Multiple revising and
editing instances are incorporated within each passage and require that a student demonstrate
both passive (recognizing and identifying grammatical and mechanical errors in text, such as
misspellings, errors in word choice, errors in verb tense, or pronoun usage) and active (choosing
the appropriate correction of an embedded error, such as deleting an irrelevant detail, changing
the sequence of details, or placing correct marks of punctuation) revising and editing skills.

All multiple-choice items have four response options that include only one correct answer. The
student is awarded one raw score point for choosing the correct response. Incorrect response
choices, or distractors, typically represent some kind of misinterpretation or predisposition,
unsound reasoning, or casua reading of the item and/or stimuli.
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WRITING PROMPTS

At each assessed grade level, students respond to writing prompts developed to measure
composition of writing as specified in the Academic Standards 1.4.A—C and further clarified in
Academic Standards 1.5 A—F. A student response to a prompt requires approximately 60 minutes
per prompt, though students are allowed more time to finish their responses if necessary. The
writing prompts were field tested in a standalone field test in 2005 and in embedded field test
positions in 2009, 2010, 2011, 2012, and 2013 with only one field test prompt being
administered per student in the embedded field test. (No embedded field test prompts were
included in the 2013 administration for Grade 5.) Prompt modes and prompts were spiraed
across the total number of available forms. Spiraling is accomplished by administering each
student one of many available field test prompts in a sequential manner. For example, the first
student received Prompt 1, the second student Prompt 2, and so on until every prompt was
administered. If there were more students than prompts, the sequence was repeated starting with
the first prompt until every student was assigned a prompt. This process ensured that each
prompt was administered to approximately equal and representative student populations in
regard to demographics like gender, ethnicity, school size, and location in the state.

See Chapter Five for more information about the writing prompt field tests.
Table2-1. Writing Prompt Field Test Implementation

_ : Activity
Administration
Grade5 Grade 8 Grade1l

2005 Standalone FT Standalone FT Embedded FT
2006 None None None
2007 None None None
2008 None None None
2009 Embedded FT Embedded FT Embedded FT
2010 Embedded FT Embedded FT Embedded FT
2011 Embedded FT Embedded FT Embedded FT
2012 Embedded FT Embedded FT Embedded FT
2013 None Embedded FT No Assessment

Beginning with the operational assessment in 2006 and continuing through 2013, students in
Grade 5 responded to two pre-selected operational prompts chosen from across the three modes.
narrative, informational, and persuasive. (See Table 2—2 for more information about the modes
selected for operational use during a given administration.) The narrative prompt can be
story/fiction or persona narrative/recount, which aligns with Academic Standard 1.4.A. The
informational prompt can be sequence (process analysis) or simple definition, which aligns with
Academic Standard 1.4.B. The persuasive prompt can be problem/solution or evaluation, which
aligns with Academic Standard 1.4.C. The 2005 field test yielded enough Grade 5 prompts that
no additional writing prompts were field tested in 2006, 2007, or 2008.
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Beginning with the operational assessment in 2006 and continuing through 2013, students in
Grade 8 responded to two operational prompts. informational and persuasive. The informational
prompt can be sequence (process analysis), illustration, conceptual definition, cause/effect,
classification, or compare/contrast, which aligns with Academic Standard 1.4.B. The persuasive
prompt can be problem/solution or evaluation, which aligns with Academic Standard 1.4.C. The
2005 field test yielded enough Grade 8 prompts that no additional writing prompts were field
tested in 2006, 2007, or 2008.

Beginning with the field test in 2005 and continuing through 2013, the responses to writing
prompts were scored twice using two different scoring guidelines developed especially for the
PSSA. The first score is based on the application of a mode-specific scoring guideline, and the
second score is based on the application of a conventions scoring guideline. The mode-specific
scoring guideline is designed to evaluate first-draft, on-demand responses. It identifies the
essential criteria for successfully responding to a particular mode of writing relating to the core
areas of writing: focus, development of content, organization, and style. In contrast, the
conventions scoring guideline measures the demonstrated level of control of sentence formation,
grammar, usage, spelling, and punctuation. For more information on the application of the new
scoring guidelines, see Appendix B or the current Writing Item and Scoring Sampler, available
on the PDE website.

Table2—2. Writing Prompt Operational Mode Summary

. , Operational M odes
Administration
Grade5 Grade 8 Grade 11
2006 Narrative, Informational, Informational,
Informational Persuasive Persuasive
2007 Informational, Informational, Informational,
Persuasive Persuasive Persuasive
2008 Narrative, Informational, Informational,
Persuasive Persuasive Persuasive
2009 Informational, Informational, Informational,
Persuasive Persuasive Persuasive
2010 Narrative, Informational, Informational,
Informational Persuasive Persuasive
2011 Informational, Informational, Informational,
Persuasive Persuasive Persuasive
2012 Narrative, Informational, Informational,
Persuasive Persuasive Persuasive
Narrative, Informational,
2013 I nformational Persuasive MotissEseE
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Chapter Three: |tem Development Process

The core portion of the 2013 PSSA operational administration is made up of items that were field
tested primarily in the 2012 PSSA administration. Therefore, the activities that led to the 2013
PSSA operational administration began with the development of the test items that appeared in
the field test portion of the 2012 operational administration. In turn, items that appeared on the
field test portion of the 2012 operational administration were developed during and prior to
2011. (See Table 31 for a graphic representation of the basic process flow and overlap of the
development cycles.)

Table 3-1. General Development Timeline Pattern of the PSSA

Events Occurring in Calendar Y ear

Operational

Admin Y ear 2008 2009 "
Operational
Core Admin

2008 with embedded C_OTE-'IO-Core

matrix items Lin
N

Operational
Core Admin

with embedded
equating block
items—

Core-to-Core

2009 Link

Operationa
Core Admin

with embedded
equating block
items—

Core-to-Core

2010 Link

Operational
Core Admin

with embedded
equating block
items—

Core-to-Core

2011 Link

Operational
Core Admin
with embedded | CO1eto-Core
equating block
items—
Operational
. Core Admin
Field Test with embedded | SOe1o-Core
- equating block
items—

*The initial item development for 2009 field test forms that occurred in 2008 was only for writing prompts,
science scenarios, and science multiple-choice and open-ended items. All 2009 mathematics and reading field test
items were selected from an existing item bank of previously developed passages and items. All 2009 writing
passages and multiple-choice items were also selected from the existing item bank. In addition, some 2009 science
scenarios and science multiple-choice and open-ended field test items were selected from the existing item bank as
needed for the field test. All passages and items selected from the item bank had been previously reviewed and
approved by past bias and content review committees according to the processes described later in this chapter.
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Table 3-2. General Timeline Associated with 2012 Field Test and 2013 Operational
Assessment of Mathematics and Reading at Grades 3, 4,5, 6, 7, 8, and 11

Time Frame Assessment Activity
January 2011— '12 ET for * 13 OP Item development for items to embed in 2012 operational
July 2011 test
March 2011= |11 7 for *12 OP | 2011 embedded field test in 2011 operational tes
May 2011
July 2011 12 ET for ' 13 OP Item review for the embedded field test in 2012 operational
assessment
July 2011 "11 FT for '12 OP | Statistical review of 2011 field tested items
September 2011- | '12 OP & "12 FT | Forms construction for 2012 operational assessment with
January 2012 for 13 OP embedded field test
January 2012— "13 FT for 14 or | Item development for items to embed on 2013 operational
June 2012 '15 OP assessment”
March 2012- *12 FT for *13 OP | 2012 embedded field test in 2012 operational test
May 2012
"13 FT for 14 or | Item review for the embedded field test in 2013 operational
June 2012 ,
15 OP assessment
July 2012 '12 FT for 13 OP | Statistical review of 2012 field tested items
September 2012— | '130P & 13 FT : .
January 2013 for'14 or ' 15 OP Forms construction for 2013 operational assessment
March 2013— "130P & 13 FT .
May 2013 for '14 or ' 15 OP 2013 operational assessment

MATHEMATICSAND READING

A series of mgor activities took place in 2003 and 2004, which culminated in the
implementation of changes to the structure of the operational PSSA in the 2005 assessment that
continued through the 2013 administration. These key activities included the development of the
Pennsylvania Assessment Anchor Content Standards (Assessment Anchors); test item
development; content review; bias, fairness, and sensitivity review; field testing of items in
spring 2012; item review with data; and final selection of items to compose the 2013 PSSA.
These activities are described in some detail in this chapter as well as in Chapters Four and Five.
It should also be noted that test items for the 2012 field test were developed by Data Recognition
Corporation (DRC) and WestEd.

2 ltems embedded as field-test items on the Reading/Mathematics forms for Grades 3-5 are aligned to the
Pennsylvania Core Standards; the first operational assessment aligned to only Pennsylvania Core Standards in ELA
and Mathematics will take placein 2015.
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Test Content Blueprint for 2012 Mathematics and Reading Assessment

The 2013 PSSA is based on the Pennsylvania Academic Standards. The 2013 PSSA reflects the
Assessment Anchors (PDE 2004), which were designed as a means of improving the articulation
of curricular, instructional, and assessment practices. The Assessment Anchors serve to clarify
the Academic Standards assessed on the PSSA and to communicate assessment limits, or the
range of knowledge and skills from which the PSSA was designed. Relevant to item
development are the refinement and clarification embodied in the Assessment Anchors. Since the
Assessment Anchors encompass Grades 3-8 and Grade 11, the document informs test design for
the grades undergoing new test development as well as the grades currently assessed.

The PSSA for Grades 3, 5, 8, and 11 in 2005 through 2012 followed a revised blueprint and
testing plan to reflect the Assessment Anchors and item distribution. The first operational
administration of the PSSA for Grades 4, 6, and 7 took place in 2006. It followed the revised
blueprint and testing plan, and it reflected the Assessment Anchors and item distribution revised
plan first applied to the PSSA for Grades 3, 5, 8, and 11 in 2005 and continued through 2012.
This plan continued to be applied to the PSSA for Grades 3-8 in 2013,

Operational Layout and Core Recycling for 2013 Mathematics and Reading

The mathematics and reading PSSA plan was devel oped through the collaborative efforts of Data
Recognition Corporation (DRC) and the National Center for Improvement of Educational
Assessment (NCIEA). The plan was subsequently evaluated and approved by PDE. At
Grades 4-8, the mathematics and reading assessments are combined in one test booklet and one
separate answer booklet. The test booklet contains mathematics multiple-choice items and
reading passages with multiple-choice items. The answer booklet contains scannable pages for
multiple-choice (MC) responses, open-ended (OE) mathematics items with response spaces,
short-answer (SA) reading items with response spaces, and demographic data collection areas. At
Grade 3, the mathematics and reading assessments are combined into one integrated test/answer
booklet. Each MC item is worth 1 point. Mathematics OE items receive a maximum of 4 points
(on a scale of 0—4) and reading SA items receive a maximum of 3 points (on a scale of 0-3).
Each test form contains common items (identical on all forms) along with equating block
(containing equating items) and embedded field test items. The common items consist of a set of
core items taken by all students. These core items also include core-to-core linking items, which
are items that also appeared on the previous year’'s core form. The equating block items and the
embedded field test items are unique, in most instances, to aform. That is, there can be instances
in which an equating block or embedded field test item appears on more than one form.

The 2013 PSSA has twenty field test forms per grade in Grades 3-5 and nine field test forms per
grade in Grades 6-8 with a normal core, normal core-to-core link, and normal equating block
(per form). All of the forms contain the common items identical for all students and sets of
generaly unique items that fulfill two purposes.

1. Fieldtesting new items (FT items)

2. Using items from the previous years assessments for the purpose of linking equating
block (EB) items
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Tables 3—-3 through 3-6 display the test design for mathematics and reading for each form. The
column entries for these tables denote the following:

Grade level

Number of unique common, or core, MC items
Number of core-to-corelinking MC items
Number of equating block MC items

Number of embedded MC field test items
Number of unique common, or core, OE items
Number of core-to-core linking OE items
Number of equating block OE items

Number of embedded OE field test items

Total number of MC and OE itemsin the form

Total number of operational points (derived from Core MC, Core-to-Core MC, Core
OE, and Core-to-Core OE only) for producing a student score

Table 3-3. Mathematics Test Plan 2013

Total Total Total (Tc%ti '\I’:_'g Total | Total Total Total OE | TotalNo. | .

Core Equating | Embedded ) Fi’eld ' | Core4 | Equatin | Embedded | (Core, EB, of ltems of Core.
Grade MC (all Block Field Test Test) point g Block Field Test & Field per Op. Points per

forms) MC (all MC (all ositions OE (all | OE (all OE (all Test) Form o Tgst

forms)* forms) P forms) | forms)* forms) (all forms) MC/OE P:
(all forms)

3,4,5 40 200 300 3 0 20 23 72/4 72
6,7,8 18 90 168 3 0 9 12 72/4 72

* Some of the equating block items may not be unique.

Table 3-4. Mathematics Operational Core Test Plan 2013

Unigue Core-to-Core Unique Core-to-Core Total Total Core
Equating Core4 (from 2012) Number of .
i Cgrrgg/rlri (from 2012) point OE Equating OE | Coreltems Pm;_lt;per
p MC per Form per Form per Form (MC/OE)
3,4,5,6
o s 44 16 1 2 60/3 72

The mathematics core for 2013 was built with the standard core-to-core links from the 2012 core.
The remainder of the core was built from items appearing in the embedded field test positions
from the 2012 embedded field test or from the existing item bank. Sixteen MC items and two OE
items were moved from the previous core to the current year core to serve as linking items. All
core linking items appeared in the same relative position as they appeared in the most recent
administration. Eighteen MC items from 2012 (field test) were pulled forward into 2012 to form
an Equating Block (EB). Two EB MC items appeared on each form. The equating block itemsin
Grades 3-5 were not unique. EB items did not contribute to student or school/district scores as
the goal for the equating block is to increase the total available equating points.

2013 PSSA Technical Report Page 18




Chapter Three: Item Devel opment Process

Table 3-5. Reading Test Plan 2013 per Operational Form

No. of No. of No. of No. of No_. o el 2, (.Jf Total No. Estimated UG
Uni A Unique | Coreto- | Equating No. of No. of
nique Core-to- Equating Embedded Core Core Block Embedded of Items No. of Core
Grade CoreMC CoreMC Block MC FT MC 3pt.OE | 3-pt. OF OE per FT OE per per Op. Passages Points
per Op. per Op. per Op. per Op. per Op per Op op Op. Form Form per Op. per Op
Form Form Form Form = ' ' . ’ MC/OE Form '
orm Form Form Test
22-29 11-18 8* 10*
8 1 1 0 1 58/3 7 46
(3 passages) | (2 passages) (1 passage) | (1 passage)
22-29 11-18 8* 10*
4and5 2 2 0 1 58/5 7 52
(3passages) | (2passages) | (1passage) | (1 passage)
6, 7 22-29 11-18 8* 10*
' 2 2 0 1 58/5 8 52
and 8 (4 passages) (2 passages) (1 passage) (1 passage)
* Average

The reading core for 2013 was built with the standard core-to-core links from the 2012 core. The
remainder of the core was built from items appearing in the embedded field test positions from
the 2012 embedded field test, from the existing item bank, or from items recycled form the 2010
and 2011 cores that were not designated as core-to-core links. The core-to-core link consists of
two reading passages with eleven to eighteen MC items and two OE items (one OE item at grade
3) moved from the previous core to the current year core to serve as linking items.
Approximately sixteen MC items from the 2012 (field test) were pulled forward into 2013 to
form an Equating Block (EB). One passage equa to approximately eight equating block MC
items appeared on each form. Up to two equating block passages were alternated across the
forms. EB items did not contribute to student or school/district scores as the goal for the equating

block isto increase the total available equating points.

Table 3-6. 2013 Mathematics and Reading Cor e Points

Content MC Total
Area ltems Grade OE ltems Score
Mathematics | 60 3,4,5,6,7,and 8 3items x 4-points=12 points | 72
) 3 2 items x 3-points=6 points 46
Reading 40 - - -
4,5,6,7,and 8 4 items x 3-points=12 points | 52

For more information concerning the process used to convert the operational layout into forms
(i.e., form construction), see Chapter Six. For more information about operational layout across

forms and across years (i.e., form equivalency) see Chapter Ten.

2013 PSSA Technical Report

Page 19




Chapter Three: Item Devel opment Process

Linking for 2013 Mathematics and Reading Assessment

Linking provides a dtatistical bridge between assessment administrations. The 2013
administration is linked back to the 2012 administration through the use of linking items in the
core (core-to-core linking items) and the equating block (equating items).

MULTIPLE-CHOICE ITEMS

For Grades 3-8, mathematics used 16 core-to-core linking MC items, and 18 equating block MC
items per grade, and reading used 11 to 18 core-to-core linking MC items and 16 equating block
MC items per grade.

OPEN-ENDED ITEMS

For Grades 3-8, mathematics used two 4-point core-to-core linking OE items and no [zero]
equating block OE items per grade. For Grade 3, reading used one 3-point core-to-core linking
OE item and no [zero] equating block OE items. For Grades 4-8, reading used two 3-point core-
to-core linking OE item and no [zero] equating block OE items. Table 3—7 shows the 2013
linking points plan for mathematics and reading.

Table 3-7. 2013 Mathematics and Reading Linking Points Plan

No. of No. of No. of No. of A a>(<).fNo.
Coreto- | Equating | Core- | Equating o
SR iz Core Block |to-Core| Block Pt):gggger
MC MC OE OE Op. Test*
H 3! 4! 5! 6! 7! * *
Mathematics and 8 16 2 2(4pt) 0 34
3 11-18 8* 1(3pt) 0 29*
Reading 4,5, 6,7, . .
and 8 11-18 8 2(3pt) 0 32

Thetopic of linking will be detailed thoroughly in Chapter Fifteen.
Test Sessions and Timing for 2013 Mathematics and Reading Assessment

The testing window for the 2013 operational assessment, including make-up sessions, extended
from April 8 through May 3, 2013. The mathematics and reading assessments consisted of six
sections. Test administration recommendations called for each section to be scheduled as one
assessment session, athough schools were permitted to combine multiple sections in a single
session. Administration guidelines stipulated that the sections be administered in the sequence in
which they were printed in the test booklets. Table 3-8 outlines the assessment schedule and
estimated times for each section, as well as the number and types of items tested for each grade
level. The estimated Student Testing Times shown on the next page do not include time for
administrative tasks that occur during the pre- and post-administration activities. These times are
estimated separately. Times are approximate and are supplied to test administrators for
scheduling purposes only.
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Table 3-8. Mathematics and Reading—2013 Administration and Testing Times

Suggested Times

(In Minutes) Grade L evel
e - o o> Number of Itemsand Item Type
Section 2 e =
8~ 8O B
& ~ B S5 QO -
Gurien | B B =
SE|E o S 3 4 5 6 7 3
IS E & Eo]
o] T = =)
< < [0}
1 70to | 15to | 55to 24MC | 24 MC | 24 MC 24 MC | 24MC | 24MC
Mathematics | 85 20 65 2CR 2CR 2CR 2 OE 2 OE 2 OE
23 24 24
Reading | 105 | 30 | ‘s | MCISR | MOSR| Mok | £ HE | DNE | 200
9 1CR | 2CR | 2CR
3 65to | 15to | 50to 24MC | 24MC | 24 MC 24MC | 24MC | 24MC
Mathematics | 80 | 20 60 1CR | 1CR | 1CR 10E | 10E | 10E
18 18 18
Reating | 115 | 30| g | MCISR | MOISR | moisr | DPNE D NE ERTE
9 1CR | 1CR | 1CR
5 65t0 | 15t0 | 50t0 | 24MC | 24MC | 24MC | 24MC | 24MC | 24MC
Mathematics | 80 20 60 1CR 1CR 1CR 1 OE 1O0E 1 OE
17 16 16
reting | 9| 30| ‘5o | McisR | MaisR | moiss | DHE | DNE | EITE
9 1CR | 2CR | 2CR

During the assessment, students may request an extended assessment period if they indicate that
they have not completed the task. Such requests are granted if the test administrator finds the
request to be educationally valid. See Chapter Seven for more information about testing sessions.
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Reporting Categories and Points Distributions for 2013 Mathematics and Reading
Assessments

The mathematics assessment results will be reported in five categories that approximately
correspond to those advocated by the National Council of Teachers of Mathematics (NCTM).
The code letters for these Assessment Anchor categories are A—E and correspond to the
following:

A. Numbers and Operations
B. Measurement
C. Geometry
D. Algebraic Concepts
E. DataAnaysisand Probability
The distribution of mathematics items into these five categoriesis shown in Table 3-9.
Table 3-9. Mathematics Reporting Categories

Reporting Categories
D A e | B Measrement | : ceomary | PS80 | 220 SaNS
3 40%—-50% 12%-15% 12%-15% 12%-15% 12%-15%
4 43%—47% 12%—-15% 12%-15% 12%-15% 12%—-15%
5 41%-45% 12%-15% 12%-15% 13%-17% 12%-15%
6 28%—-32% 12%-15% 15%—20% 15%—-20% 15%—20%
7 20%—24% 12%-15% 15%—-20% 20%—-27% 15%—20%
8 18%—22% 12%—-15% 15%—20% 25%—-30% 15%—20%

The reading assessment results will be reported in two broad categories:

A. Comprehension and Reading Skills
B. Interpretation and Analysis of Fictional and Nonfictional Text

Assessment Anchors associated with Comprehension and Reading Skills are coded with an
initial letter A, and those related to Interpretation and Analysis of Fictiona and Nonfictional
Text are coded with an initial letter B. The distribution of items into these two categories across
genresis shown in Table 3-10.
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Table 3-10. Reading Reporting Categoriesand Genre

Reporting Categories
B: Interpretation
Grade | A Comprehension and Analysis of % of Passages | % Passages
and Reading Skills Fictional and (Genre) (Genre)
% Range Nonfictional Text Fiction Nonfiction
% Range
3 60%—-80% 20%-40% 50%—70% 30%-50%
4 60%—80% 20%—-40% 50%—70% 30%-50%
5 60%—80% 20%—-40% 50%—70% 30%-50%
6 50%—70% 30%-50% 40%—-60% 40%—-60%
7 50%—70% 30%-50% 40%—-60% 40%—-60%
8 40%—60% 40%—60% 40%—-60% 40%—-60%

Both the mathematics and reading content area reporting categories are further subdivided for
specificity and Eligible Content or limits. Each subdivision is coded by adding an additional
numeral, such as A.1. These subdivisions are called Assessment Anchors and Eligible Content.

Assessment Anchor Content Standards Subsumed within Reporting Categories for
2013 Mathematics and Reading Assessment

For mathematics, there are 16 Assessment Anchor Content Standards (Assessment Anchors) that
occur at al grade levels (Grades 3-8), although they are not all assessed at each grade level.
More specificaly, the number targeted for assessment by grade level are 10 at Grade 3; 12 at
Grade 4; 13 at Grade 5; 12 at Grade 6; 14 at Grade 7; and 13 at Grade 8.

For reading, there are five Assessment Anchors that vary to reflect grade-level appropriateness.
Within the Comprehension and Reading Skills Reporting Category, two Assessment Anchors
pertain to understanding fiction text and understanding nonfiction text. Within the Interpretation
and Analysis of Fiction and Nonfiction Text Reporting Category, three Assessment Anchors
pertain to Components of Text, Literary Devices and Concepts, and Organization of Nonfiction
Text.

Mathematics and reading scores are based on the core (common) sections. Also reported are the
student’ s mathematics and reading performance levels. See Appendix C for a summary by grade
level and content.

2013 PSSA Technical Report Page 23



Chapter Three: Item Devel opment Process

SCIENCE

In 2003, the existing Science, Technology, Environment, and Ecology (STEE) test was deferred,
and PDE began efforts to develop a new science assessment. In the winter of 2006, a series of
cognitive labs or item pilots were conducted across Pennsylvania with the primary focus of
ascertaining language and contextual issues within the draft open-ended test items (Grade 4),
scenario-based multiple-choice items (Grades 8 and 11), and scenario-based open-ended items
(Grade 11), as well as determining the relative difficulty of the test items, the time required to
complete the individual tasks, and the opportunity to know factors related to the implementation
of the new science Assessment Anchors and Eligible Content by the participating schools. (See
the section on the science cognitive labs discussed later in this chapter.)

Following the series of successful cognitive labs or item pilots, DRC developed another set of
test items for the proposed voluntary, standalone field test. During the development phase, PDE
made the determination to change the designation of the field test from a voluntary assessment to
a census-based assessment. Leading up to the administration of the standalone field test, both
content review and bias, fairness, and sensitivity review were conducted in Pennsylvania with
Pennsylvania educators. In the spring of 2007, the initial standalone field test was administered
to the census populations at Grades 4, 8, and 11, followed by a rangefinding for the open-ended
items. After the scoring was completed, an item review with data was conducted for the field test
items administered in 2007. Table 3-11 shows a timeline for development of the science
assessment.

Table 3-11. Science Development | mplementation Timeline

Y ear Event
2003 STEE test put on hold

2004 New assessment plan developed by
2005 PDE

Item Pilot (Cognitive Labs) to try out
scenario-based science items

Initial Standalone Field Test for
Grades 4, 8, and 11

Initial Operational Administration
2008 with core, matrix, and embedded
field test positions

Second Operational Administration
2009 with core, equating block, and
embedded field test positions

Continuation of Operational
2010~ Administration with core, equating
2013 block, and embedded field test
positions

2006

2007

2013 PSSA Technical Report Page 24



Chapter Three: Item Devel opment Process

Test Content Blueprint for the 2013 Operational Science Test

The PSSA is based on the Pennsylvania Academic Standards as defined by the Eligible Content.
The PSSA science assessment for 2013 reflects the Assessment Anchor Content Standards,
which were designed as a means of improving the articulation of curricular, instructional, and
assessment practices. The Assessment Anchors serve to clarify the Academic Standards assessed
on the PSSA and to communicate assessment limits, or the range of knowledge and skills from
which the PSSA would be designed. Relevant to item development are the refinement and
clarification embodied in the Assessment Anchors (PDE, 2004).

The Assessment Anchors are rooted in the Academic Standards adopted by the State Board of
Education in January of 2002, and the standards—under two documents. Science and
Technology Sandards and the Environment and Ecology Sandards—cover seventeen major
categories describing what students need to know. Rather than attempting to report results for all
seventeen standards, the categories are organized into only four. These categories are similar to
those used by the National Assessment of Educational Progress (NEAP) and The Third
International Mathematics and Science Study (TIMSS). However, the PSSA organizes the
categories differently.

Achieve, Inc. conducted a preliminary review of the anchors in 2003 and produced a follow-up
report on the anchors in 2005. More information about the Assessment Anchors and the Eligible
Content can be found by referencing the Pennsylvania Science Assessment Anchors located on
PDE’ s website at www.education.state.pa.us.

More information on the Assessment Anchors can be found in Chapter Two.
Operational Layout for 2013 Science

The sixth operational administration of the PSSA science test took place in 2013. Critical to the
preparation for this operational assessment, the design of the operational assessment had to be
configured to meet NCLB requirements as well as other test development and psychometric
requirements. The preliminary science PSSA plan was developed in 2004 through the
collaborative efforts of DRC and PDE based on the recommendations of the Pennsylvania
Technical Advisory Committee (TAC). At Grades 4 and 8, the science assessment consists of
one test booklet and one separate answer booklet. The test booklet contains multiple-choice
items and at Grade 8 contains stimulus scenario text. The answer booklet contains scannable
pages for multiple-choice (MC) responses (answer grids), open-ended (OE) items with response
spaces, and demographic data collection areas.

All MC items are worth 1 point. Standalone OE items receive a maximum of 2 points (on a scale
of 0—2). Each test form contains common items (that are identical on all forms) along with
equating block (equating items) and embedded field test items. The common items consist of a
set of core items taken by all students. The equating block items and the embedded field test
items are unique, in most instances, to a form. That is, there can be instances in which an
eguating block or embedded field test item appears on more than one form.
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At Grades 4 and 8, the 2013 PSSA science assessment is composed of 12 forms per grade. All of
the forms contain common items identical for all students and sets of generally unique items that

fulfill two purposes:

1. Field testing new items

2. Using items from the previous years assessments for the purpose of linking
Tables 3-12 through 3-14 display the 2013 operational test design for science.

Table 3-12. 2013 Science Test Plan per Operational Form

No. of Unique| C,:)l?é?:)- NG Gl NG ol l[l\lnoi.q?je N G EEE Equ?étci):lg N i TOtIa:Ier’\rllg' o sl
: Equating | Embedded to-Core OE Embedded FT Core Points
Grade [CoreMC per|{CoreMC Core OE Block OE per Op.
Block MC per| FT MC per per Op. OE per Op. per Op
S Fa | [ Of Op. Form | Op. Form 27 O Form o Ofp Form 2 Test*
Form ) ) Form Form MC/OE
4 &2 16 2 8 3py | 2@m) 0 1@2p) By 68
38+ 6+ Z0MC
8 4 scenario- 16 2 4 scenario- | 3 (2pt) 2(2pt) 0 1(2pt) 6 OF 68
based based

* Some equating block items may not be unique to each form.

Since an individual student’s score is based solely on the common (or core) items, the total
number of operational pointsis 68 for both grades. The total score is obtained by combining the
points from the core MC and OE portions of the test as follows:

Table 3-13. 2013 Science Core Plan per Grade

Grade Standalone | Scenario-based Standalone OE Scenario-based Total
MC ltems MC ltems ltems OE ltems Points
4 58 0 5 (2 pt) 0 (4 pt) 68
8 54 4 5 (2 pt) 0 (4 pt) 68

For more information concerning the process used to convert the operational layout into forms
(i.e., form construction), see Chapter Six. For more information about operational layout across
forms and across years (i.e., form equivalency), see Chapter Ten.
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Linking for 2013 Science Assessment

Linking provides a dtatistical bridge between assessment administrations. The 2013
administration is linked back to the 2012 administration through the use of linking items in the
core (core-to-core linking items) and the equating block (equating items).

MULTIPLE-CHOICE ITEMS

For Grades 4 and 8, science used 16 core-to-core linking MC items and 24 equating block MC
items per grade.

OPEN-ENDED ITEMS

For both grades, science used two 2-point core-to-core linking OE items and no [zero] equating
block OE items per grade.

Table 3-14. 2013 Science Linking Points Plan

No. of No. of No. of No. of Max. No. of
Grade Coreto- | Equating | Coreto- | Equating | Linking Points
CoreMC | Block MC | Core. OE | Block OE per Op. Test*

4 16 24* 2(2pt) 0 44*
8 16 24* 2 (2 pt) 0 44*
*Not all equating block items will be unique; some may appear on more than one form.

Thetopic of linking is discussed thoroughly in Chapter Fifteen.
Test Sessions and Timing for 2013 Science Assessment

The testing window for the 2013 operational assessment extended from April 22 through May 3,
2013, including make-up session. The science assessments consisted of two sections in each
grade. Test administration recommendations call for each section to be scheduled as one
assessment session, although schools are permitted to combine both sections in a single session.
Administration guidelines stipulate that the sections be administered in the sequence in which
they are printed in the booklets. Table 3-15 and Table 3—16 outline the assessment schedule and
estimated times for each section and the number and types of items tested for each grade level.
The estimated student testing times did not include time for administrative tasks that occur
during the pre- and post-administration activities.
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Table 3-15. Science — 2013 Administration and Testing Times

) Grade Level
Su(g;;geﬁﬁ&g% Number of Items
and Item Type
Test .5 .g 7 .g
Section |€ |8 © ki
R =
= 02 J| + 4 8
SFEIE o &
E & gl °
© - | 5
< < )]
. fg }g ‘t‘g 34MC | 35MC
, fg %g’ ;‘g’ 34MC | 35MC

During the assessment, students were allowed to request an extended assessment period if they
indicated that they had not completed the task. Such requests were granted if the assessment
administrator found them to be educationally valid. See Chapter Seven for more information
about testing sessions.

Reporting Categories and Points Distributions
The science assessment results will be reported in four categories, coded as A through D:
A. The Nature of Science
B. Biologica Sciences
C. Physical Sciences
D. Earth and Space Sciences
The distribution of science items into these four categoriesis shown in Table 3-16.
Table 3-16. Science Reporting Categories

Reporting Categories
Grade A: Nature of B: Biological C: Physical D: Earth & Space
Science Sciences Sciences Sciences
4 ~50% ~17% ~17% ~17%
8 ~50% ~17% ~17% ~17%

The Reporting Categories are further subdivided for specificity and Eligible Content limits. Each
subdivision is coded by adding an additional numeral, such as A.1. These subdivisions are called
Assessment Anchors, Descriptors (Sub-Assessment Anchors), and Eligible Content.
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Assessment Anchor Content Standards Subsumed within Reporting Categories for
2013 Science Assessment

Distributed across the four Reporting Categories are a dozen Sub-Reporting Categories. Each of
the 12 Assessment Anchors exists at each grade level, with the Assessment Anchors and Eligible
Content varying to reflect grade-level appropriateness. The numbers of Assessment Anchors
targeted by grade level are 21 at Grade 4 and 23 at Grade 8.

Total science scores reported at the student level are based on the core (common) sections.
School and district-level scores are reported at the Eligible Content level under the Assessment
Anchors and are based on the core (common) positions. See Appendix C for a summary by grade
level and subject.

2006 Science Item Pilot

Prior to the initial field test in 2007, DRC, in collaboration with PDE, conducted a science
cognitive lab/item pilot in selected schools throughout the Commonwealth from February 27
through March 17, 2006. A sample of 507 students from urban, suburban, and rura school
districts from across the Commonwealth participated in the PSSA Science Item Tryout Project.
The impetus for this study was Pennsylvania's response to the mandatory science assessment
component of the No Child Left Behind legislation to create a rigorous science test for Grades 4,
8, and 11 by 2008. The primary purpose of the cognitive lab or item tryout was to pilot the use of
the new science scenarios at Grade 8 and Grade 11, and to pilot the multiple-choice items at
Grade 4.

The project involved development of science scenarios, refinement of science test items, creation
of survey questions, and design of interview protocols to be administered using a cognitive
laboratory technique. The cognitive laboratory technique was developed in the early 1980s
through an interdisciplinary effort by survey methodologists and psychologists (Willis, 1999;
Erickson and Simon, 1993). Different models of the cognitive process to solve atest item have
evolved over the years, but all have four major processes in common: 1) comprehension of the
guestion, 2) retrieval of relevant information, 3) decision process, and 4) response process
(Tourangearu, 1984).

In the development and execution of the cognitive laboratory project, DRC customized the
techniques employed specifically to meet PDE’s goal and expectations. The goal of the project
was to gather relevant information about the thinking processes of students enrolled in sciencein
Grades 4, 8, and 11 in order to create a better science assessment for Pennsylvania students.

Logistics and Demographics

PDE provided DRC with a list of the Science, Technology, Environment, and Ecology
Assessment Advisory Committee (STEEAAC) members who agreed to participate and to
facilitate the PSSA Science Item Tryout Project in their respective districts. Disbursed
throughout Pennsylvania, participating districts provided a representative sample of students
enrolled in science in Grades 4, 8, and 11 in urban, suburban, and rural schools. Participating
districtsare listed in Table 3-17.
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Table 3-17. Participating Districts by Region

Region of Commonwealth School District
Athens Area
Grove City Area
Western Penn Hills

Pittsburgh Public Schools

Manheim Township
Newport

Central State College Area
West Shore
Wilkes-Barre Area

Haverford Township
Lower Merion
Eastern Mid-Valley
Philadelphia City SD
Upper Merion

Process and Procedures for the 2006 | tem Pilot

Two parallel forms of the science assessment were designed for each grade level, with a
designated administration time of thirty minutes. No attempt was made to replicate the design of
a PSSA science operational test for the cognitive lab or pilot test because of testing-time
limitations and the objectives of this study. The items were representative of items from each of
the proposed PSSA'’s four reporting strands (i.e., The Nature of Science, Biological Sciences,
Physical Sciences, and Earth and Space Sciences). All test items were approved by PDE before
inclusion in the PSSA Science Item Tryout Project.

In Grade 4, each form of the test consisted of ten multiple-choice items, 70 percent of which
included graphs, graphics, charts, or tables with relevant information associated with the item.
All four reporting strands were assessed in each Grade 4 test form. In Grades 8 and 11,
age/grade-appropriate science scenarios were developed. The scenarios included graphics, charts,
tables, graphs, and diagrams to support the scenario text. A set of test items associated with each
science scenario was developed. In Grade 8, each test form included items from all four
reporting strands. In Grade 11, scenarios in test Form A assessed the biological, earth and space,
and nature of science reporting strands, while test Form B assessed the physical, earth and space,
and nature of science reporting strands.

Scenarios and questions reached beyond simple fact recollection; they were designed to
challenge students to think and to apply knowledge and skills learned in their classrooms. The
science scenarios were based on Pennsylvania Assessment Anchors and Eligible Content.
Scenarios were designed to reflect multi-dimensional classroom activities that incorporate higher
cognitive levels of understanding. Each scenario was stimulus-based and included passages with
graphics, charts, graphs, or a combination of all three media. Science scenarios challenged
students to interpret passage content while using science knowledge and process skills to
determine their answers.
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I mplementation and Test Administration for 2006 |tem Pilot

Two classrooms within one geographic region participated in the project each day. At least two
test development specialists were present at al but one school district during the pilot study
project sessions; in addition, representatives from PDE attended most sessions. The PSSA
Science Item Tryout Project field work occurred during a three-week window, beginning on
February 27 and concluding on March 16.

WRITING
Test Content Blueprint for 2013 Writing Assessment

Asindicated in Chapter One and Chapter Two, the PSSA is based on the Pennsylvania Academic
Standards for Reading, Writing, Speaking, and Listening. The writing test specifically measures
Academic Standards 1.4 (Types of Writing) and 1.5 (Quality of Writing). The Reading, Writing,
Speaking, and Listening Standards were designed to show what students should know and be
able to do with the English language at each grade level. The Standards establish an outline for
what can be assessed on the PSSA writing test and help to communicate the range of knowledge
and skills from which the PSSA items would be designed.

The PSSA writing test for Grades 5, 8, and 11 in 2006 through 2012 followed this content
blueprint and testing plan in order to reflect the Academic Standards. The PSSA writing test in
2013 continued to follow this blueprint and testing plan for Grades 5 and 8.

Operational Layout for 2013 Writing

The PSSA operationa layout was developed through the collaborative efforts of Data
Recognition Corporation (DRC), the National Center for Improvement of Educational
Assessment (NCIEA), and the Pennsylvania Department of Education. The layout was
subsequently evaluated and approved by PDE. The writing test book is scannable and includes
fields for student demographic data, stimuli (i.e., embedded error passages) linked to multiple-
choice (MC) items, and writing prompts (WP). Each MC item isworth 1 point. Responses to WP
items receive a maximum of 4 points (on a scale of 1-4) for demonstrating control in a given
mode and also receive a maximum of 4 points (on a scale of 1-4) for demonstrating control of
conventions. The writing scoring guidelines have a 1, 2, 3, and 4 score point, but there is no zero
score point. Blanks and other non-scoreable responses are the only situations in which a
student’ s raw scoreis zero.

MULTIPLE-CHOICE ITEMS

Each test form contains a common set of operational items (i.e., each student is tested on an
identical set of core items) along with embedded field test items. The embedded field test items
are unique across each form. In Grade 5, placeholder items were used in the embedded field test
positions, as no embedded field test development took place during 2012 for Grade 5 Writing.

WRITING PROMPTS

Each test form contains two common operationa writing prompts along with one embedded field
test item in Grade 8 only. The core prompts are taken by al students at a grade level, and the
embedded field test items are unique across each form. The 2006 through 2008 operational forms
did not contain matrix or embedded field test writing prompts; however, in order to begin
building a bank of usable prompts for use in future operational administrations, writing prompts
began to appear in field test positions starting again in 2009. Grade 5 did not require embedded
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field testing in 2013, so the embedded field test writing prompt section was omitted in 2013. For
more information on the field test process that occurred for the development of the writing
prompts used operationally in 2013, see Chapter Five.

Forms

The 2013 writing PSSA is comprised of one form at Grade 5 and six forms at Grade 8. All of the
forms in Grade 8 contain common items identical for all students and sets of unique embedded
field test items that expand the total pool of available items.

Table 3-18 and Table 3-19 display the design for the writing test forms. The column entries for
these tables denote the following:

*  Number of core Revising and Editing (R& E) stimulus-based MC items
* Number of embedded field test R& E stimulus-based MC items

e Total number of R& E stimulus-based MC items

*  Number of pre-equated core 4-point writing prompts (WP)

*  Number of field test WP

e Total number of MC and OE items in the form (Tota Items MC/WP)

Table 3-18. 2013 Writing Test Plan per Operational Form per Grade

Grade No. of Core No. of FT R&E | Total No. of No. of No. of FT Total No. of
R&E Stimulus- | Stimulus-based R&E MC Pre-equated WP per Items per Op.
based MC MC Items Items per Core 4-point Form Form (M C/WP)
Items per Form per Form Form WP per Form
5 12 8* 20 2 0 20/2
8 12 8 20 2 1 20/3

* |nstead of FT R& E Stimulus-based MC items, Grade 5 used placeholder items.

Since an individual student’s score is based solely on the common, or core items, the total
number of operational pointsis100. The total score is obtained by combining the points from the
core MC and WP portions of the test as displayed in Table 3-19.

Table 3-19. Maximum Eligible Core Pointsfor Writing Prompts

' Writing Prompts
g sorene
Conventions Mode
12 8 80 100
12itemsx 1 2 items, each worth a 2 items, each worth a (12+8+80)
point each maximum of 4 points maximum of 4 points each
(12x1) each Theraw scoreisthen
(2x4) multiplied by 10.
(2x4)x10
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Linking for 2013 Writing Assessment
The matter of linking for the PSSA writing assessment is covered in Chapter Fifteen.

Test Sessionsand Timing

The testing window for the 2013 operationa assessment was from March 11 through March 22,
2013, including make-up sessions. The writing assessment consisted of three sections in Grade 5
four sections in Grade 8. Test administration required each complete section to be scheduled as
one assessment session, athough schools were permitted to combine multiple sections as asingle
session. Administration guidelines stipulated that the sections be administered in the sequence in
which they were printed in the test book. Table 3-20 outlines the assessment schedule and
estimated times for each section.

Table 3-20. Writing

Section Contents Admi_nistr_ation Adminis_trati_ve Stgden? Testing
(Total in minutes) | (Pre& Post in minutes) In minutes
1 20 Multiple-choice 60to 75 15t0 20 45to 55
1 Writing Prompt 701085 15t0 20 5510 65
3 1 Writing Prompt 70to 85 15t0 20 551065
4* 1 Writing Prompt 70to 85 15t0 20 55t0 65

* Section 4 was included in Grade 8 only.

During the assessment, students may request an extended assessment period if they indicate that
they have not completed the task. Such requests are granted if the test administrator finds them to
be educationally valid. See Chapter Seven for more information about testing sessions.

Reporting Categories and Point Distribution for 2013 Writing Assessment
The writing assessment results will be reported in two categories:

1. Composition — Academic Standard 1.4, Types of Writing
2. Revising and Editing — Academic Standard 1.5, Quality of Writing

Academic Standards A, B, and C are associated with Composition. Academic Standards E and F
are associated with Revising and Editing. The distribution of core items into these two categories
isshown in Table 3-21. See also Appendix C for asummary by grade level and subject.
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Table 3-21. Core Points Distribution

Reporting Category Composition Revising and Editing Total
Academic Standards 14A,14B,14.C 15.Eand 1.5.F
Multiple-choice Items N/A 12 12
Writing Prompt 1 4 (Mode) 4 (Conventions) 8
Writing Prompt 2 4 (Mode) 4 (Conventions) 8
Raw Sub-total 8 20 28
Total Possible Points 80 20 100

For more information concerning the process used to convert the operational layout into forms
(i.e., form construction), see Chapter Six. For more information about operational layout across
forms and across years (i.e., form equivalency), see Chapter Ten.

TEST DEVELOPMENT CONSIDERATIONS: ALL ASSESSMENTS

Alignment to the PSSA Assessment Anchors and Eligible Content (or, in the case or writing,
strong aignment with the PSSA Academic Standards), grade-level appropriateness
(reading/interest level, etc.), depth of knowledge, cognitive level, item/task level of complexity,
estimated difficulty level, relevancy of context, rationale for distractors, style, accuracy, and
correct terminology were major considerations in the item development process. The Sandards
for Educational and Psychological Testing (AERA, APA, NCME, 1999) and the Principles of
Universal Design (Thompson, Johnstone, & Thurlow, 2002) guided the development process. In
addition, DRC’'s manual, Fairness in Testing: Guidelines for Training on Bias, Fairness, and
Sensitivity Issues was used for developing items. All items were reviewed for fairness by bias
and sensitivity committees and for content by Pennsylvania educators and field-specidists. Iltems
were also reviewed for adherence to the Principles of Universal Design by representatives from
the National Center for Educational Outcomes (NCEO). In addition, the items were reviewed for
adherence to the guidelines outlined in the Pennsylvania publication Principles, Guidelines and
Procedures for Developing Fair Assessment Systems. Pennsylvania Assessment Through Themes
(PATT).

Bias, Fairness, and Sensitivity: All Assessments

At every stage of the item and test development process, DRC employs procedures that are
designed to ensure that items and tests meet Standard 7.4 of the Standards for Educational and
Psychological Testing (AERA, APA, NCME, 1999).

Sandard 7.4: Test developers should strive to identify and eliminate language, symbols,
words, phrases, and content that are generally regarded as offensive by members of
racial, ethnic, gender, or other groups, except when judged to be necessary for adequate
representation of the domain.
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To meet Standard 7.4, DRC employs a series of internal quality steps. DRC provides specific
training for test developers, item writers, and reviewers on how to write, review, revise, and edit
items for issues of bias, fairness, and sensitivity (as well as for technical quality). Training also
includes an awareness of and sensitivity to issues of cultural diversity. In addition to providing
internal training in reviewing items in order to eliminate potential bias, DRC also provides
external training to the review panels of minority experts, teachers, and other stakeholders.

DRC's guidelines for bias, fairness, and senditivity include instruction concerning how to
eliminate language, symbols, words, phrases, and content that might be considered offensive by
members of racial, ethnic, gender, or other groups. Areas of bias that are specificaly targeted
include, but are not limited to, stereotyping, gender, regional/geographic, ethnic/cultural,
socioeconomic/class, religious, and biases against a particular age group (ageism) or persons
with disabilities. DRC catal ogues topics that should be avoided and maintains balance in gender
and ethnic emphasis within the pool of available items and passages.

Universal Design: All Assessments

As stated above, the Principles of Universal Design were incorporated throughout the item
development process to allow participation of the widest possible range of students in the PSSA.
The following checklist was used as a guideline:

* Items measure what they are intended to measure.

* Itemsrespect the diversity of the assessment population.
* Itemshave aclear format for text.

* Stimuli and items have clear pictures and graphics.

* Items have concise and readabl e text.

* Items allow changes to other formats, such as Braille, without changing meaning or
difficulty.

* The arrangement of the items on the test has an overall appearance that is clean and
well organized.

A more extensive description of the application of the Principles of Universal Design is
described in Chapter Four.

Depth of Knowledge: All Assessments

An important element in statewide assessment is the alignment between the overall assessment
system and the state’s standards. A methodology developed by Norman Webb (1999) offers a
comprehensive model that can be applied to a wide variety of contexts. With regard to the
alignment between standards statements and the assessment instruments, Webb’s criteria include
five categories, one of which deals with content. Within the content category is a useful set of
levels for evaluating depth of knowledge (DOK). According to Webb (1999), “depth-of-
knowledge consistency between standards and assessments indicates alignment if what is elicited
from students on the assessment is as demanding cognitively as what students are expected to
know and do as stated in the standards’ (p. 7-8). The four levels of cognitive complexity (i.e.,
depths of knowledge) are as follows:
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* Level 1: Recal

* Level 2: Application of Skill/Concept
* Level 3: Strategic Thinking

* Level 4: Extended Thinking

Depth-of-knowledge levels were incorporated in the item writing and review process, and items
were coded with respect to the level they represented. Generally, multiple-choice items are
written to DOK levels 1 and 2, and open-ended items are written to DOK level 3.

Passage Readability

Evaluating the readability of a passage is essentially ajudgmental process by individuals familiar
with the classroom context and what is linguistically appropriate at a given grade level as
described in the section on reading passage selection later in this chapter. Although various
readability indices were computed and reviewed, it is recognized that such methods measure
different aspects of readability and are often fraught with particular interpretive liabilities. Thus,
the commonly available readability formulas were not used in arigid way, but more informally
to provide for several snapshots of a passage that senior test development staff considered along
with experience-based judgments in guiding the passage selection process. In addition, passages
were reviewed by committees of Pennsylvania educators who evaluated each passage for
readability and grade-level appropriateness.

Test Item Readability: All Assessments

Careful attention was given to the readability of the items to make certain that the assessment
focus of the item did not shift based on the difficulty of reading the item. Subject areas such as
mathematics or science contain many content-specific vocabulary terms. As a result, readability
formulas were not used. However, wherever it was practicable and reasonable, every effort was
made to keep the vocabulary one grade level below the tested grade level for non-reading tests.
There was a conscious consideration made to ensure that each test question was evaluating a
student’s ability to build toward mastery of the mathematics standards or the science standards
versus the student’ s reading ability. Resources used to verify the vocabulary level were the EDL
Core Vocabularies and the Children’s Writer’s Word Book.

In addition, every test question is brought before several different committees comprised of
grade-level experts in the field of mathematics education and science education. They review
each question from the perspective of the students they teach, and they determine the validity of
the vocabulary used and work to minimize the level of reading required.

Vocabulary was also addressed at the Bias, Fairness, and Sensitivity Review, although the focus
was on how certain words or phrases may represent a possible source of bias or issues of fairness
or sensitivity.
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TEST DEVELOPMENT PROCESS: ALL ASSESSMENTS

The test development process for passages, scenarios, and items followed a logical timeline,
which is outlined below in Figure 3-1. On the front end of the schedule, tasks were generaly
completed with the goal of presenting field test candidate items to committees of Pennsylvania
educators. On the back-end of the schedule, all tasks lead to the field test data review.

Figure 3-1. Item and Test Development Cycle and Timeline

Stepsin Development Cycle Timeline Before/After New Item Review
Development planning Fall 4 -12to-9 months
Reading passage selection Fall 4 -12to-9 months
[tem writer training Fall/Winter 4 -9 months
Initial item authoring Winter/Spring I  -9t0-4 months
Internal reviews and PDE reviews Spring/Summer  § -8to-1 month
Bias, Fairness, and Sensitivity Review Summer/Fall 4 +/- 0 months
New Item Content Review Summer/Fall = +/- 0 months
Post-review resolution and clean-up Summer/Fall {  +1to+2 months
Build test forms Fall 4 +2to +4 months
Internal form reviews and PDE reviews Fall/Winter § +3to+4 months
Form printing, packaging, and shipping Winter/Spring 4 +4to +8 months
Test administration Spring 4 +9 months
Material/data processing, rangefinding, and scoring  Spring/Summer 4 +10 to +12 months
Field Test Item Data Review Summer = +12 months
Select operational items Summer/Fall 4 +13to +15 months _

The process flowchart in Figure 3-2 illustrates the interrelationship among the steps in the
process that occur in a normal year of development (i.e., when the items for field testing are
primarily from new development, as opposed to being selected from an existing item bank). In
addition, a detailed process table describing the item and test development processes also appears
in Appendix D.
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Figure 3-2. DRC Item and Test Development Process
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The following paragraphs describe the processes which lead up to the operational test in a
normal round of development. These processes were used to develop al the 2012 field test items
used as operational itemsin the 2013 administration.

I tem Development Planning Meeting: All Assessments

Prior to the start of any item development work, DRC’ s test development staff meets with PDE’s
assessment office to discuss the test development plans for the next PSSA administration,
including the test blueprint, the field test plan (including development counts), procedures,
timelines, etc. With a complete development cycle lasting several years (from item authoring
through field test, data review, and operational usage), the initial planning begins well in advance
of the anticipated administration. For the 2013 operational administration, the initial planning
meeting for the item authoring process for the 2012 field test occurred in fall 2010. Item
authoring began early in 2011, with the item review meetings occurring in July 2011. See
Table 3-2.

Item Writer Training: All Assessments

Item writers were selected and trained for the content areas of mathematics, reading, science, and
writing. Qualified writers were college graduates with teaching experience and a demonstrated
base of knowledge in the content area. Many of these writers were content assessment specialists
and curriculum specialists. The writers were trained individually and had previous experience in
writing multiple-choice and open-ended items. Prior to developing items for the PSSA, the cadre
of item writers was trained with regard to the following:

* Pennsylvania Academic Standards, Assessment Anchors, and Eligible Content

* Webb's Four Levels of Cognitive Complexity: Recall, Basic Application of
Skill/Concept, Strategic Thinking, and Extended Thinking

* Genera Scoring Guidelines for Each Content Area
* Specific and General Guidelinesfor Item Writing

* Bias, Fairness, and Sensitivity Guidelines

* Principles of Universal Design

* Item Quality Technica Style Guidelines

* Reference Information

e Sample Items
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Reading Passage Selection

The task of searching for passages was conducted by DRC professionals with classroom
experience in reading/language arts. These professionals also underwent specialized training
(provided by DRC) in the characteristics of acceptable passages. Guidelines for passage selection
included appropriate length, text structure, density, and vocabulary for the grade level. A
judgment was also made about whether the reading level required by a particular passage was at
the independent level, that is, where the average student should be able to read 90 percent of
words in the text independently. Passage finders were given the charge to search for a specified
number of passages for each genre. Generally, at least twice as many passages as needed were
sought. Most passages acquired for the 2012 field test were authentic in that they were culled
from published materials. Approval to reprint was secured from the publishers. Passages
underwent an internal review by several test development content editors to judge their merit
with regard to the following criteria:

* Passages have interest value for students.

* Passages are grade-appropriate in terms of vocabulary and language characteristics.
* Passages are free of bias, fairness, and sensitivity issues.

* Passages represent different cultures.

* Passages are from avariety of sources.

* Passages are able to stand the test of time.

* Passages are sufficiently rich to generate avariety of MC and OE items.

* Passages are complete with all necessary permissions documentation.

* Passages avoid dated subject matter unless arelevant historical context is provided.

* Passages should not require students to have extensive background knowledge in a
certain discipline or areato understand a text.

Once through the internal review process, those passages deemed potentially acceptable were
reviewed by the Reading Content Committee and Bias, Fairness, and Sensitivity Committee for
final approval.

Item Authoring and Tracking: All Assessments

Initially, items are generated with software-prepared PSSA Item Cards, which alows for
preliminary sorting and reviewing. Although very similar, the PSSA Item Card for Multiple-
Choice Items differs from the PSSA Item Card for Open-Ended Items in that the former has a
location at the bottom of the card for comments regarding the distractors. Examples of these two
cards are shown in Appendix E. In both instances a column against the right margin includes
codes to identify the subject area, grade level, content categories, passage information (in the
case of reading), item type, depth of knowledge (cognitive complexity), estimated difficulty,
answer key (for MC items), and calculator use (for mathematics items).
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All items undergoing field testing in 2012 were entered into the DRC Item Development and
Educational Assessment System (IDEAS), which is a comprehensive, secure, online item
banking system. It accommodates item writing, item viewing and reviewing, and item tracking
and versioning. IDEAS manages the transition of an item from its developmental stage to its
approval for use within atest form. The system supports an extensive item history that includes
item usage within a form, item-level notes, content categories and subcategories, item statistics
from both classical and Rasch item analyses, and classifications derived from analyses of
differential item functioning (DIF). A sample IDEAS Item Card is presented in Appendix E.

Internal Reviews and PDE Reviews: All Assessments

To ensure that the items produced were sufficient in number and adequately distributed across
subcategories and levels of difficulty, item writers were informed of the required quantities of
items. As items were written, an item authoring card was completed. It contained information
about the item, such as grade level, content category, and subcategories. Based on the item
writer’s classroom teaching experience, knowledge of the content area curriculum, and cognitive
demands required by the item, estimates were recorded for level of cognitive complexity and
difficulty level. Items were written to provide for arange of difficulty.

As part of the item construction process, each item was reviewed by content speciaists and
editors at DRC, at WestEd, or at both companies (depending on the grade level and content).
Content specialists and editors evaluated each item to make sure that it measured the intended
Eligible Content and/or Assessment Anchor Content Standard. They also assessed each item to
make certain that it was appropriate for the intended grade and that it provided and cued only one
correct answer (MC items only). In addition, the difficulty level, depth of knowledge, graphics,
language demand, and distractors were also evaluated. Other elements considered in this process
include, but are not limited to Universal Design, bias, source of challenge, grammar/punctuation,
and PSSA style.

Following this internal process, items were reviewed by content specialists at the Pennsylvania
Department of Education. PDE staff then consulted with DRC and WestEd about any general
issues or concerns (e.g., style, format, interpretation of Assessment Anchors and Eligible
Content) and about edits to specific items. Following PDE’s review, the items were prepared for
the content review meetings conducted with Pennsylvania educators.

|tem Content Review in Summer 2011: All Assessments

Prior to the 2012 field testing, all newly-developed test items were submitted to content
committees for review. The content committees consisted of Pennsylvania educators from school
districts throughout the Commonwealth of Pennsylvania, some with postsecondary university
affiliations. The primary responsibility of the content committee was to evaluate items with
regard to quality and content classification, including grade-level appropriateness, estimated
difficulty, depth of knowledge, and source of challenge. With source of challenge, items are
identified where the cognitive demand is focused on an unintended content, concept, or skill
(Webb, 2002). In addition, source of challenge may be attributed if the reason that an answer
could be given results from a cultural bias, an inappropriate reading level, or aflawed graphic in
an item, or if an item requires specialized, non-content related knowledge to answer. Source of
challenge could result in a student who has mastered the intended content or skill answering the
item incorrectly or a student who has not mastered the intended content or skill answering the
item correctly. Committee members were asked to note any items with a source of challenge and
to suggest revisions to remove the source of challenge. They also suggested revisions and made
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recommendations for reclassification of items. In some cases when an item was deleted, the
committee suggested a replacement item and/or reviewed a suggested replacement item provided
by the facilitators. The committee also reviewed the items for adherence to the Principles of
Universal Design, including language demand and issues of bias, fairness, and sensitivity.

The content review was held June 29-30, 2011 for writing, June 27, 2011 for reading and
mathematics, and June 27-29, 2011 for science. Committee members were approved by PDE,
and PDE-approved invitations were sent to them by DRC. PDE also selected interna staff
members for attendance. The meeting commenced with a welcome by PDE and DRC. This was
followed by an overview of the test development process by DRC. PDE, along with DRC, aso
provided training on the procedures and forms to be used for item content review.

DRC content assessment specialists facilitated the reviews and were assisted by representatives
of PDE and WestEd. Committee members, grouped by grade level and content area, worked
through and reviewed the items for quality and content, as well as for the following categories:

* Assessment Anchor Alignment (classified as Full, Partial, or No)
* Content Limits (classified as Yes or No)

* Grade-Level Appropriateness (classified as At Grade Level, Below Grade Level, or
Above Grade Level)

* Difficulty Level (classified as Easy, Medium, or Hard)

* Depth of Knowledge (classified as Recall, Application, Strategic Thinking)
* Appropriate Source of Challenge (classified as Yes or No)

* Correct Answer (classified as'Yes or No)

* Quality of Distractors (classified as Yes or No)

* Graphics (classified as Yes or No) in regards to appropriateness

* Appropriate Language Demand (classified as Yes or No)

* Freedom from Bias (classified as Y es or NO)

The members then came to consensus and assigned a status to each item as a group: Approved,
Accepted with Revision, Move to Another Assessment Anchor or Grade, or Rejected. All
comments were recorded, and a master rating sheet was completed. Committee facilitators
recorded the committee consensus on the Item Review Rating Sheet. A sample form and rating
criteriamay be found in Appendix F.

Security was addressed by adhering to a strict set of procedures. Items in binders were
distributed for committee review by number and signed for by each member on adaily basis. All
attendees, with the exception of PDE staff, were required to sign a confidentiality agreement. All
materials not in use at any time were stored in alocked room. Secure materials that did not need
to be retained after the meetings were deposited in secure barrels and the contents of which were
shredded.
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Bias, Fairness, and Sensitivity Reviews in July 2011: All Assessments

Prior to 2012 field testing, all newly-developed test items for science and writing were aso
submitted to a Bias, Fairness, and Sensitivity Committee for review. This took place from
June 14-16, 2011 for reading, mathematics, science, and writing. The committee's primary
responsibility was to evaluate items with regard to bias, fairness, and sensitivity issues. They aso
made recommendations for changes or deletion of items in order to remove the potential for
issues of bias, fairness, and/or sensitivity. Included in the review were proposed reading
passages. An expert, multi-ethnic committee composed of men and women was trained by a
DRC test development lead to review items for bias, fairness, and sensitivity issues. Training
materials included a manual developed by DRC (DRC, 2003-2011). Members of the committee
also had expertise with special needs students and English Language Learners. PDE staff
members were also trained and participated in the review. All reading, mathematics, science, and
writing items were read by a cross-section of committee members. Each member noted bias,
fairness, and/or sensitivity comments on tracking sheets and on the item, if needed, for
clarification. Committee members individually categorized any concerns as related to ageism,
disability, ethnicity/culture, gender, regional, religious, socioeconomic, or stereotyping. These
categories were then the framework through which recommendations for modification or
rejection of items occurred during the subsequent committee consensus process. The committee
then discussed each of the issues as a group and came to consensus as to which issues should
represent the view of the committee. All consensus comments were then compiled, and the
suggested actions on these items were recorded and submitted to PDE. This review followed the
same security procedures as outlined above, except that the materials were locked up and stored
at the DRC offices in Harrisburg. Table 3-22 shows the gender and race/ethnicity composition
for the members of the bias committee who reviewed the PSSA items and passages for hias,
fairness, and sensitivity.
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Table 3-22. Demogr aphic Composition of the 2011
Bias, Fairness, and Sensitivity Committee

Member # | Gender Race/Ethnicity Background
1. Female Caucasian Educator
2. Female Asian National Consultant
3. Female Caucasian Educator
4, Female African American Education Specialist
5. Female African American Education Specialist
6 Female Hispanic Migrant Eduli:gt;genr Community
7. Mae African American National Consultant
8. Male Asian National Consultant
0. Male Caucasian University Professor
10. Male Hispanic PATTAN ELL Background
2 Hispanics
6 Females 2 Asians
Totals 4 Males 3 Caucasians
3 African Americans
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The results from the Bias, Fairness, and Sensitivity Committee review of mathematics are
summarized in Table 3-23.

Table 3-23. Number of Items—2011
Bias, Fairness, and Sensitivity Committee Review for M athematics

Writing Prompts
Grade Total itemsreviewed fE el AGlE Accepted With Rejected
per grade Revision

3 11 11 0 0

4 11 9 2 0

5 11 11 0 0

6 11 11 0 0

7 11 10 1 0

8 11 11 0 0
Total 66 63 3 0

The results from the Bias, Fairness, and Sensitivity Committee review of reading are
summarized in Table 3-24.

Table 3-24. Number of Items—2011
Bias, Fairness, and Sensitivity Committee Review for Reading

Reading Passages and Items
Grade | Total itemsreviewed Acoepted Asls | AceEpted With |- oo
per grade Revision

3 36 35 1 0

4 22 22 0 0

5 33 33 0 0

6 24 24 0 0

> 24 34 0 0

8 34 34 0 0
Total 183 182 1 0
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The results from the Bias, Fairness, and Sensitivity Committee review of science are summarized

in Table 3-25.
Table 3-25. Number of Items—2011
Bias, Fairness, and Sensitivity Committee Review for Science
Science Items
Grade | Total itemsreviewed per | Accepted As | Accepted With :
. Rejected
grade Is Revision

4 134 128 6 0

8 184 182 2 0
Total 318 310 8 0

The results from the Bias, Fairness, and Sensitivity Committee review of writing are summarized

in Table 3-26.
Table 3-26. Number of 1tems—2011
Bias, Fairness, and Sensitivity Committee Review for Writing
Writing Items, Passages, and Prompts
Grade | Total itemsor prompts | Accepted As | Accepted With :
. . Re ected
reviewed per grade Is Revision
5 93 90 3 0
8 87 80 7 0
Total 180 170 10 0
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Chapter Four: Universal Design Procedures Applied in the PSSA
Test Development Process

Universally designed assessments allow participation of the widest possible range of students
and contribute to valid inferences about participating students. Principles of Universal Design are
based on the premise that each child in school is a part of the population to be tested and that
testing results should not be affected by disability, gender, race, or English language ability
(Thompson, Johnstone & Thurlow, 2002). At every stage of the item and test development
process, including the 2012 field test, procedures were employed to ensure that items and
subsequent tests were designed and developed using the elements of universally designed
assessments developed by the National Center for Educational Outcomes (NCEO).

Federal legidlation addresses the need for universally designed assessments. The No Child Left
Behind Act (Elementary and Secondary Education Act) requires that each state must “provide
for the participation in [statewide] assessments of all students’ [Section 1111(b)(3)(C)(ix)(1)].
Both Title 1 and IDEA regulations call for universally designed assessments that are accessible
and valid for all students, including students with disabilities and English Language Learners.
The benefits of universally designed assessments not only apply to these groups of students, but
to al individuals with wide-ranging characteristics.

DRC's test development team was trained in the elements of Universal Design as it relates to
developing large-scale statewide assessments. Team leaders were trained directly by NCEO, and
other team members were subsequently trained by team leaders. Committees involved in content
review included some members who were familiar with the unique needs of students with
disabilities and English Language Learners. Likewise some members of the Bias, Fairness, and
Sensitivity Committee were conversant with these issues. What follows are the Universal Design
guidelines followed during all stages of the item development process for the PSSA.

ELEMENTSOF UNIVERSALLY DESIGNED ASSESSMENTS

After areview of research relevant to the assessment development process and the Principles of
Universal Design (Center for Universal Design, 1997), NCEO has produced seven elements of
Universal Design as they apply to assessments (Thompson, Johnstone & Thurlow, 2002). These
elements served to guide PSSA item devel opment.

* Inclusive Assessment Population

The PSSA target population includes al students at the assessed grades attending
Commonwealth schools. For state, district, and school accountability purposes, the
target population includes all students except those who will participate in
accountability through an alternate assessment.

* Precisely Defined Constructs

An important function of well-designed assessments is that they actually measure
what they are intended to measure. The Pennsylvania Assessment Anchor Content
Standards (Assessment Anchors) provided clear descriptions of the constructs to be
measured by the PSSA at the assessed grade levels. Universally designed assessments
must remove al non-construct-oriented cognitive, sensory, emotional, and physical
barriers.
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e Accessible, Non-biased Items

DRC conducted both internal and external reviews of items and test specifications to
ensure that they did not create barriers because of lack of sensitivity to disability,
culture, or other subgroups. Items and test specifications were developed by ateam of
individuals who understand the varied characteristics of items that might create
difficulties for any group of students. Accessibility is incorporated as a primary
dimension of test specifications, so accessibility was woven into the fabric of the test
rather than being added after the fact.

¢  Amenableto Accommodations

Even though items on universally designed assessments are accessible for most
students, there are some students who continue to need accommodations. This
essential element of a universally designed assessment requires that the test is
compatible with accommodations and a variety of widely used adaptive equipment
and assistive technology. (See the section on Assessment Accommodations later in
Chapter Four.)

* Simple, Clear, and Intuitive Instructions and Procedures

Assessment instructions should be easy to understand, regardless of a student’s
experience, knowledge, language skills, or current concentration level. Questions that
are posed using complex language can invalidate the test if students cannot
understand how they are expected to respond to a question. To meet this guideline,
directions and questions were prepared in simple, clear, and understandable language
that underwent multiple reviews.

* Maximum Readability and Comprehensibility

A variety of guiddines exist to ensure the maximum readability and
comprehensibility of atest. These features go beyond what is measured by readability
formulas. Readability and comprehensibility are affected by many factors, including
student background, sentence difficulty, text organization, and others. All of these
features were considered as item text was devel oped.

Plain language is a concept now being highlighted in research on assessments. Plain
language has been defined as language that is straightforward and concise. The
following strategies for editing text to produce plain language were used during the
editing process of the new PSSA items:

- Reduction of excessive length

- Use of common words

- Avoidance of ambiguous words

- Avoidance of irregularly spelled words

- Avoidance of proper names

- Avoidance of inconsistent naming and graphic conventions

- Avoidance of unclear signals about how to direct attention
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* Maximum Legibility

Legibility is the physical appearance of text, the way that the shapes of letters and
numbers enable people to read text easily. Bias can result when tests contain physical
features that interfere with a student’ s focus on or understanding of the constructs that
test items are intended to assess. A style guide developed and updated annually
(DRC, 2004—2010) was utilized, with PDE approval, which included dimensions of
style consistent with universal design.

GUIDELINESFOR UNIVERSALLY DESIGNED ITEMS

All test items written and reviewed adhered closely to the following guidelines for Universal
Design. Item writers and reviewers used a checklist during the item development process to
ensure that each aspect was attended to. For more information on the checklist, see the Universal
Design section in Chapter Three of this report.

1.

Items measure what they are intended to measure. Item writing training included
ensuring that writers and reviewers had a clear understanding of Pennsylvania's
Academic Standards and the Assessment Anchors. During all phases of test development,
items were presented with content-standard information to ensure that each item reflected
the intended Assessment Anchor. Careful consideration of the content standards was
important in determining which skills involved in responding to an item were extraneous
and which were relevant to what was being tested. In certain types of items an additional
skill is necessary, such as the mathematics test, which requires the student to read.

Items respect the diversity of the assessment population. To develop items that avoid
content that might unfairly advantage or disadvantage any student subgroup, item writers,
test developers, and reviewers were trained to write and review items for issues of bias,
fairness, and sensitivity. Training also included an awareness of, and sensitivity to, issues
of cultural and regional diversity.

Items have a clear format for text. Decisions about how items are presented to students
must alow for maximum readability for all students. Appropriate fonts and point sizes
were employed with minimal use of italics, which is far less legible and is read
considerably more slowly than standard typeface. Captions, footnotes, keys, and legends
were at least a 12-point size.® Legibility was enhanced by sufficient spacing between
letters, words, and lines. Blank space around paragraphs and between columns and
staggered right margins were used.

Stimuli and items have clear pictures and graphics. When pictures and graphics were
used, they were designed to provide essential information in a clear and uncluttered
manner. Illustrations were placed directly next to the information to which they referred,
and labels were used where possible. Sufficient contrast between background and text,
with minimal use of shading, increased readability for students with visual impairments.
Color was not used to convey important information.

3 While font size follows specific requirements during online setup of an assessment, the screen resolution used at
the local level can impact whether the effective font size is visible to the student.
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5. Items have concise and readable text. Linguistic demands of stimuli and items can
interfere with a student’s ability to demonstrate knowledge of the construct being
assessed. During item writing and review, the following guidelines were used.

- Simple, clear, commonly-used words were used whenever possible.
- Extraneous text was omitted.

- Vocabulary and sentence complexity were appropriate for the grade level
being assessed.

- Technica terms and abbreviations were used only if they were related to the
content being measured.

- Definitions and examples were clear and understandable.
- ldioms were avoided unless idiomatic speech was being assessed.
- The questions to be answered were clearly identifiable.

6. Items allow changes to format without changing meaning or difficulty. A Braille
version of the PSSA was available at each assessed grade. Attention was given to using
items that allow for Braille. Specific accommodations were permitted, such as signing to
a student, the use of oral presentation under specified conditions, and the use of various
assistive technologies. A Spanish version of the PSSA mathematics and PSSA science
test was available for use by English Language Learners who would benefit from this
accommodation.

7. Thetest has an overall appearance that is clean and organized. Images, pictures, and
text that may not be necessary (e.g., sidebars, overlays, callout boxes, visua crowding,
shading) and that could be potentially distracting to students were avoided. Also avoided
were purely decorative features that did not serve a purpose. Information was organized
in aleft-right, top-bottom format.

| TEM DEVELOPMENT

DRC and WestEd work closely with the Pennsylvania Department of Education to help ensure
that PSSA tests comply with nationally recognized Principles of Universal Design. The
implementation of accommodations on large-scale statewide assessments for students with
disabilities is supported in the development of the PSSA. In addition to the Principles of
Universal Design as described in the Pennsylvania Technical Report, DRC and WestEd apply to
each content area assessment the standards for test accessibility as described in Tests Access:
Making Tests Accessible for Students with Visual Impairments—A Guide for Test Publishers,
Test Developers, and State Assessment Personnel (Allman, 2004). To this end, DRC and WestEd
embrace the following precepts:

* Test directions are carefully worded to alow for aternate responses to open-ended
guestions.

* During item and bias reviews, test committee members are made aware of the
Principles of Universal Design and of issues that may adversely affect students with
disabilities with the goal of ensuring that PSSA tests are bias free for all students.
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* With the goal of ensuring that the PSSA tests are accessible to the widest range of
diverse student populations, PDE instructs DRC and WestEd to limit item types that
are difficult to format in Braille and that may become distorted when published in
large print. DRC and WestEd are instructed to limit the following on the PSSA.

- Mathematics: Complicated tessellations; charts or graphs that extend beyond
one page

- Reading: Graphics and illustrations that are not germane to the content
presented

— All content areas: Unnecessary boxes and framing of text, unless enclosing the
text provides necessary context for the student; use of italics (limited to only
when it is absolutely necessary, such as with variables)

ITEM FORMATTING

For al content areas, DRC formats PSSA tests to maximize accessibility for al students by using
text that is in a size and font style that is easily readable. DRC limits shading, graphics, charts,
and the number of items per page so that there is sufficient white space on each page. Whenever
possible, DRC ensures that graphics, pictures, diagrams, charts, and tables are positioned on the
page with the associated test items. DRC uses high contrast for text and background where
possible to convey pertinent information. Tests are published on dull-finish paper to avoid the
glare encountered on glossy paper. DRC pays close attention to the binding of the PSSA test
booklets to ensure that they lieflat for two-page viewing and ease of reading and handling.

DRC ensures consistency across PSSA assessments by following these Principles of Universal
Design:

* High contrast and clarity is used to convey detailed information.

* Typicaly, shading is avoided; when necessary for content purposes, 10 percent
screens are used as the standard.

* Overlad print on diagrams, charts, and graphs is avoided.

* Charts, graphs, diagrams, and tables are clearly labeled with titles and with short
descriptions where applicable.

*  Only relevant information isincluded in diagrams, pictures, and graphics.

e Symbols used in keys and legends are meaningful and provide reasonable
representations of the topics they depict.

* Picturesthat require physical measurement are true to size.
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ASSESSMENT ACCOMMODATIONS

While universally designed assessments provide for participation of the widest range of students,
many students require accommodations in order to participate in the regular assessment. Clearly,
the intent of providing accommodations for students is to ensure that students are not unfairly
disadvantaged during testing and that the accommodations used during instruction, if
appropriate, are made available as students take the test. The literature related to assessment
accommodations is still evolving and often focuses on state policies regulating accommodations
rather than on providing empirical data that supports the reliability and validity of the use of
accommodations. On a yearly basis, the Pennsylvania Department of Education examines
accommodations policies and current research to ensure that valid, acceptable accommodations
are available for students. Accommodations manuals for the PSSA titled 2013 Accommodations
Guidelines and Accommodations Guidelines for English Language Learners were developed for
use with the 2013 PSSA.

The manuals can be accessed by going to www.education.state.pa.us. Click on the green check-
mark icon, then select “ Pennsylvania System of School Assessment (PSSA).”

In addition, Spanish-language versions, translated from the original English versions, were made
available for both the mathematics and science PSSA. The Spanish-trandation versions are
discussed in Chapter Six.
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Chapter Five: Field Test Leading to the 2013 Core

Generdly, al non-linking core items appearing on the 2012 assessment came from the 2011
embedded field test positions. Prior to 2009, PSSA test forms contained common items that were
identical on all forms along with matrix/embedded field test items. On the 2009 administration,
equating block positions (equating items) replaced matrix positions. The common items
consisted of a set of core items taken by all students. The matrix and field test items were
embedded and were unique, in most instances, to aform; however, there were instances in which
a matrix or embedded field test item appeared on more than one form. The purpose of
administering field test items is to obtain statistics so they can be reviewed before becoming
operational. Based on this statistical review, many of the field test items embedded in the 2011
PSSA were selected for use as common or equating block items (equating items) in the 2012
PSSA.

More information on the field test designs for all contents can be found in the content-specific
portions of Chapter Three.

STATISTICAL ANALYSISOF ITEM DATA

All field tested items were analyzed using conventional item analysis methods. For MC items,
traditional or classical item statistics included the corrected point-biserial correlation (Pt. Bis.)
for the correct and incorrect responses (distractors), percent correct (p-value), and the percent
responding to incorrect responses. For OE items, the statistical indices included the item-test
correlation, the point-biseria correlation for each score level, percent in each score category or
level, and the percent of non-scoreable responses.

In general, more capable students are expected to respond correctly to easy items and less
capabl e students are expected to respond incorrectly to difficult items. If either of these situations
does not occur, the item will be reviewed by DRC test development staff and committees of
Pennsylvania educators to determine the nature of the problem and the characteristics of the
students affected. The primary way of detecting such conditions is through the point-biserial
correlation coefficient for dichotomous (MC) items and the item-total correlation for polytomous
(OE) items. In each case the statistic will be positive if the total test mean score is higher for the
students who respond correctly to MC items (or attain a higher OE item score) and negative
when the reverseistrue.

Item statistics are used as a means of detecting items that deserve closer scrutiny, rather than
being a mechanism for automatic retention or rejection. Toward this end, a set of criteria was
used as a screening tool to identify items that needed a closer review by committees of
Pennsylvania educators. For an MC item to be flagged, the criteriaincluded any of the following:

* Point-biseria correlation for the correct response of less than 0.25

* Point-biserial correlation for any incorrect response greater than 0.0

* Percent correct less than 0.3 or greater than 0.9

* Percent responding to any incorrect responses greater than the percent correct
* Gender DIF code of either C- or C+

* Any ethnic DIF code of C-
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For an OE item to be flagged, the criteriaincluded any of the following:
* Score Proportion < .05
* Gender DIF code of B-, B+, C- or C+
* Any ethnic DIF code of B- or C-
Item analysis results for MC and OE field test items are presented in Appendix G.

REVIEW OF ITEMSWITH DATA

In the preceding section on Statistical Analysis of Item Data, it was stated that content-area test
development specialists used certain statistics from item and DIF analyses of the 2011 field test
to identify items for further review. Specific flagging criteria for this purpose were specified in
the previous section. Items not identified for the review had good statistical characteristics and,
consequently, were regarded as statistically acceptable. Likewise, items of extremely poor
statistical quality were regarded as unacceptable and needed no further review. However, there
were some items—relatively few in number—that DRC content-area test development specialists
and DRC psychometric speciadists regarded as needing further review by a committee of
Pennsylvania educators. The intent was to capture all items that needed a closer look; thus, the
criteria employed tended to over-identify rather than under-identify items.

Data review (review of items with data) was conducted with more than 50 Pennsylvania
educators (including PDE staff) broken out into subject-area content committees. The review for
reading, mathematics, and science took place on July 19, 2011; Writing took place on July 20,
2011. In these sessions, committee members were first trained by a representative from DRC's
psychometrics staff with regard to the statistical indices used in item evaluation. This was
followed by a discussion with examples concerning reasons that an item might be retained
regardiess of the statistics. The committee review process involved a brief exploration of
possible reasons for the statistical profile of an item (e.g., potential bias, grade appropriateness,
instructional issues) and a decision regarding acceptance. DRC content-area test development
specialists facilitated the review of the items. Each committee reviewed the pool of field tested
items and made recommendations on each item and/or scenario/passage. Further discussion on
how this information was used is detailed in Chapter Six. Additional information regarding the
data review committee, including gender, ethnicity (when available), and Instructional Unit
(geographic location within Pennsylvania), is provided in Tables 5-1 through 5-4.
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Table 5-1. Demographic Composition of the 2011
Mathematics Data Review Committee

Member # | Gender Race/Ethnicity Insg:pitg\ril;nlt

1 Female Caucasian 15

2. Female Caucasian 01

3. Female Caucasian 18

4, Male Caucasian 23
5. Female Caucasian 07

6. Male Caucasian 06
7. Female Hispanic 07

8. Female Caucasian 25

0. Female Caucasian 18
10. Female Caucasian 28
11. Female Caucasian 17

Totals 9 Females | 10 Qaucqsi ans
2 Males 1 Hispanic
Table 5-2. Demographic Composition of the 2011
Reading Data Review Committee
Member # | Gender Race/Ethnicity I nsg:pﬁtgr?:egmt

1 Female Caucasian 05

2. Female Caucasian 17

3. Female Caucasian 06

4, Female Caucasian 25

5. Female Caucasian 05

6. Female Caucasian 03

7. Female Caucasian 11

8. Female Caucasian 13

0. Female Caucasian 10
10. Female Caucasian 23
11. Female Caucasian 07

Totals | 11 Femaes | 11 Caucasians
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Table 5-3. Demographic Composition of the 2011
Science Data Review Committee

Member # | Gender Race/Ethnicity Insg:pitg\ril;nlt

1 Female Caucasian 03

2. Male Caucasian 04
3. Female Caucasian 05

4, Female Caucasian 01

5. Female Caucasian 06

6. Female Caucasian 10

7. Mae Caucasian 24
8. Male Caucasian 20
0. Female Caucasian 20
10. Female Caucasian 23
11. Female Multi-racia 24
12. Male Caucasian 12

Totals 8Femades |11 Caupasi c'_;\ns
4 Mdes 1 Multi-racial
Table 5-4. Demographic Composition of the 2011
Writing Data Review Committee
Member # | Gender Race/Ethnicity : nsggp?gr?t]egmt

1. Female Caucasian 05

2. Female Caucasian 17

3. Female Caucasian 06

4, Female Caucasian 07

5. Female Caucasian 25

6. Female Caucasian 03

7. Female Caucasian 13

8. Female Caucasian 02

9. Female Caucasian 03
10. Female Caucasian 08
11. Female Caucasian 07

Totals | 11 Femaes | 11 Caucasians
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Table 5-5. 2011 Data Review Committee Results

Items
Classified as
Flagged “Rejected”
Itemsin from
Flagged Itemsin 2011 Field Test AU AR 20 Iz
No. . Test Test
of Examl'ned G : Rejected by | (all sources:
ltems 2011 Data Review Committee 2011 Data Data
Assessment | Grade | in Review Review
2011 Committee | Committee,
Field PDE, and
Test DRC)
Items
flagged Total
MC | OE for Total | (% of '\(l)?' cy;.? J '\(I)?' cy;.? J
DIF FT)
only
3 55 26 | 5 3 31 |564% | 5 | 91% | 5 | 91%
4 55 11 | 4 3 15 | 273% | 1 | 1.8% [ 1 | 1.8%
5 55 12 | 3 4 15 | 27.3% | 3 | 55% [ 3 | 5.5%
M athematics 6 55 14 | 3 4 17 | 309% | 1 | 1.8% [ 1 | 1.8%
7 55 9 3 1 12 [ 218% | 3 | 55% [ 4 | 7.3%
8 55 8 3 2 11 [ 200% | 1 | 1.8% [ 1 | 1.8%
11 55 8 3 0 11 {200% | 1 | 1.8% [ 1 | 1.8%
3 55 8 3 4 11 {200% | 1 | 1.8% [ 1 | 1.8%
4 55 13| 3 1 16 [ 29.1% | 3 | 55% [ 3 | 5.5%
5 55 12 | 3 7 15 [ 273% | 1 | 1.8% [ 1 | 1.8%
Reading 6 55 9 4 1 13 [ 236% | 1 | 1.8% [ 1 | 1.8%
7 55 9 3 5 12 [ 21.8% | O | 0.0% [ O | 0.0%
8 55 11 | 5 1 16 | 291% | 2 | 3.6% | 2 | 3.6%
11 55 21 | 4 5 25 |1455% (| 2 | 36% | 2 | 3.6%
4 108 | 38 | 4 3 42 [ 38.9% | 11 | 10.2% | 13 | 12.0%
Science 8 132 [ 44| 6 5 50 | 379% | 13| 98% | 13 | 9.8%
11 96 19 | 10 3 29 |130.2% | 10 | 10.4% | 10 | 10.4%
5 4 9 5 2 14 | 259% | 1 | 19% [ 1 | 1.9%
Writing 8 4 16 | 6 3 22 1407% | 1 | 19% | 3 | 5.6%
11 4 10| 6 0 16 | 296% | 3 | 56% [ 3 | 56%
Totals 1,268 | 307 | 86 57 393 | 31.0% | 64 | 5.0% | 69 | 54%
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DIFFERENTIAL | TEM FUNCTIONING

Differential item functioning (DIF) occurs when examinees with the same ability level but
different group memberships do not have the same probability of answering an item correctly.
This pattern of results may suggest the presence of item bias. As a statistical concept, however,
DIF can be differentiated from item bias, which is a content issue that can arise when an item
presents negative group stereotypes, uses language that is more familiar to one subpopulation
than to another, or is presented in a format that disadvantages certain learning styles. While the
source of item bias is often plain to trained judges, DIF may have no clear cause. However,
studying how DIF arises and how it presents itself can provide information about how to detect
and correct for it.

Limitations of Statistical Detection

No statistical procedure should be used as a substitute for rigorous, hands-on reviews by content
and bias specialists. The dstatistical results can help organize the review so the effort is
concentrated on the most problematic cases. Further, no items should be automatically rejected
simply because a statistical method flagged them or accepted because they were not flagged.

Statistical detection of DIF is not an exact science. There have been a variety of methods
proposed for detecting DIF, but no single statistic can be considered either necessary or
sufficient. Different methods are more or less successful depending on the situation. No analysis
can guarantee that a test is free of bias, but almost any thoughtful analysis will uncover the most
flagrant problems.

A fundamental shortcoming of all statistical methods used in DIF evaluation is that al are
intrinsic to the test being evaluated. If a test is unbiased overall but contains one or two DIF
items, any method will locate the problems. If, however, all items on the test show consistent
DIF to the disadvantage of a given subpopulation, a statistical analysis of the items will not be
able to separate DIF effects from true differences in achievement.

Mantel-Haenszel Procedure for Differential 1tem Functioning

For multiple-choice (MC) items, the Mantel-Haenszel procedure (Mantel & Haenszel, 1959) for
detecting differential item functioning is a commonly used technique in educational testing. It
does not depend on the application or the fit of any specific measurement model. However, it
does have significant philosophical overlap with the Rasch model since it uses atest’s total score
to organize the analysis.

The procedure as implemented by DRC contrasts a focal group with a reference group. While it
makes no practical difference in the analysis which group is defined as the focal group, the group
most apt to be disadvantaged by a biased measurement is typically defined as the focal group. In
these analyses, the focal group was female for gender-based DIF and black for ethnicity-based
DIF; reference groups were male and white, respectively. The Mantel-Haenszel (MH) statistic
for each item is computed from a contingency table. It has two groups (focal and reference) and
two outcomes (right or wrong). The ability groups are defined by the test’s score distribution for
the total examinee populations.
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The basic MH statistic is a single degree of freedom chi-square that compares the observed
number in each cell to the expected number. The expected counts are computed to ensure that the
analysisis not confounded with differences in the achievement level of the two groups.

For OE items, a comparable statistic is computed based on the standardized mean difference
(SMD) (Dorans, Schmitt, & Bleistein, 1992), which is computed as the differences in mean
scores for the focal and reference groups if both groups had the same score distribution.

To assist the review committees in interpreting the analyses, the items are assigned a severity
code based on the magnitude of the MH statistic. Items classified as A+ or A- have little or no
statistical indication of DIF. Items classified as B+ or B- have some indication of DIF but may
be judged to be acceptable for future use. Items classified as C+ or C- have strong evidence of
DIF and should be reviewed and possibly rejected from the eligible item pool. The plus sign
indicates that the item favors the focal group and a minus sign indicates that the item favors the
reference group.

Results and Observations

Counts of the number of items from each grade and subject area that were assigned to each
severity code are shown below in Table 5-2A (MC items) and 5-2B (OE items). DIF analyses
were conducted on the 2013 PSSA field test items and may be compared to the 2012 resullts.

The number of field test items in each DIF category across the two years was quite similar.
Overall, relatively few items had B or C DIF for the Male/Female or White/Black reference and
focal groups. Generaly speaking, there were more items showing White/Black DIF than
Male/Female DIF. However, it was the Male/Female DIF for OE items in Reading and Writing
that exhibited the highest proportion of B or C classifications, with Reading having relatively
more C DIF codes. While this matches historical trends, additional monitoring and study of DIF
in these areas may be warranted.*

* As suggested earlier, only a subset of items showing DIF will actually be biased. For example, any given B or C
DIF code might be a false positive. It may also be the result of one of a number of systematic factors not actually
attributable to bias. Of course, only items approved by teacher review committees will actually appear on
operational PSSA tests.
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Table 5-6A. DIF Summary—MC Items
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Table 5-6B. DIF Summary—OE Items
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Chapter Six: Operational Forms Construction for 2013

FINAL SELECTION OF ITEMSAND 2013 PSSA FORMS CONSTRUCTION

When the final selection of items for the operational 2013 test was ready to begin, the candidate
items that emerged from the spring 2011 field test had undergone multiple reviews, including:

* Reviews by DRC and WestEd content-area test development speciaists and
curriculum specialists to ensure that al items were properly aligned with content
standards

* Formal bias, fairness, and sensitivity review by the Bias, Fairness, and Sensitivity
Committee consisting of a multi-ethnic group of men and women having expertise
with special needs students and English Language Learners

* Forma review by the content committees consisting of Pennsylvania educators,
including teachers as well as district personnel

e PDEreview

Item data review by members of the PDE subject-area teacher committees

The item and bias reviews are detailed in Chapter Three. The results of the data review are
summarized in Chapter Five.

The end product of the above process was an item status designation for each field tested item.
All items having an item status code of Acceptable/Active were candidates to be selected for the
2012 PSSA. To have an item status code of Acceptable/Active meant that the item met the
following criteria:

* Appropriately aligned with its designated Assessment Anchor Content Standard
(Assessment Anchor) and sub-classifications

* Acceptable in terms of bias/fairness/sensitivity issues, including differential item
functioning (for gender and ethnicity)

* Acceptable in terms of psychometric standards, including a special review of flagged
items

Next, all relevant information regarding the acceptable items, including associated graphics, was
entered into the item banking system known as IDEAS (Item Development and Education
Assessment System). From IDEAS and other database sources, Microsoft Excel files were
created for each content area at each grade. These files contained all relevant content codes and
statistical characteristics. IDEAS also created an item card displaying each acceptable item, any
associated graphic, and all relevant content codes and item statistics for use by the content-area
test development specialists and psychometric services staff.

DRC test development specialists reviewed the test design blueprint, including the number of
items per strand for each content-area test. Specia considerations, such as calculator use and
mani pul atives, were noted.

Psychometricians provided content-area test development specialists with an overview of the
psychometric guidelines for forms construction, including guidelines for selecting linking items
to link to previous test forms.
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Senior DRC content-area test development specialists reviewed al items in the operational pool
to make an initial selection for common (core) and equating block (equating items) positions
according to test blueprint requirements and psychometric guidelines. Changes to items were not
encouraged since alterations could affect how an item performs on subsequent testing.

For the common items, this meant that the combination of MC and OE items would yield the
appropriate range of points while tapping an appropriate variety of the Assessment Anchors and
related Eligible Content within each Reporting Category. Items selected in the first round were
examined with regard to how well they went together as a set. Of particular concern were the
following:

* Oneitem providing cues as to the correct answer to another item

* Context redundancy (e.g., mathematics items with a sports context)
* Presence of clang (distractors not unigue from one another)

* Diversity of names and artwork for gender and ethnicity

The first round of items was then evaluated for statistical features such as an acceptable point-
biserial correlation and whether correct answers were distributed equally—that is, whether
approximately 25 percent of correct answers appeared in each of the four possible positions (A,
B, C, or D). Selected items that were deemed psychometrically less advantageous in contrast to
the overall psychometric characteristics of the core resulted in a search by the senior reviewer for
suitable replacements. At this point, the second round of items was analyzed. If necessary, this
iterative process between content-based sel ections and statistical properties continued in an effort
to reach the best possible balance.

In the case of the core-to-core linking items (part of the overall core pull), content considerations
remained relevant, together with statistical features, such as an acceptable point-biserial
correlation and whether the items, as a collection, had an average logit value and a test
characteristic curve approximating that of the previous year.

The process for selecting equating block items was dlightly different. The chief consideration
was that items in equating block positions of the various forms mirrored the psychometric
considerations of the core. In some cases, the selection of equating block items also required
multiple rounds of selection and evaluation until the best possible balance of content and
statistical properties was obtained. The content-area test development specialist’s task was to
distribute these items in equating block positions across the five forms so that the MC items
assigned to a particular form would go well with one another and reflect the same content and
statistical considerations as previously outlined. Additionally, the forms needed to display
similar difficulty levels.

Once the recommendations were finalized for the core items, core-to-core linking items, and
equating block items, they were submitted to PDE for review. Department staff provided
feedback, which could be in the form of approval or recommendations for replacing certain
items. Any item replacement was accomplished by the collective effort of the test development
specialists, psychometricians, and PDE staff until final PDE approval was given.
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SPECIAL FORMSUSED IN THE 2013 PSSA

Brailleand Large Print

Students with visual impairments were able to respond to test materials that were available in
either Braille or large print. At each grade level assessed, one form was selected for the creation
of a Braille and a large print edition. School district personnel ordered Braille or large print
assessment materials directly from DRC. They could also contact PAaTTAN for technical
assistance regarding students with visual impairments.

School personnel were directed to transcribe all student answers (MC and OE) into scannable
answer documents exactly as the student responded. No alterations or corrections of student
work were permitted, and the transcribed answer document had to have the same form
designation as the Braille and large print version.

Spanish Trandation of the Mathematics and Science Assessments

Starting with the 2005 assessment, school personnel had the option of allowing Spanish-speaking
students who had been enrolled in schools in the United States for less than three years to
respond to a Spanish version of the PSSA for mathematics. In 2009, a Spanish version was aso
added for the science component of the PSSA. The origina tranglation of the items and the
Directions for Administration Manual was completed by Second Language Testing,
Incorporated. Second Language Testing, Incorporated uses translators with varying cultural and
regional backgrounds to create the Spanish versions of the mathematics and science assessments.
The tranglations were then reviewed and verified by DRC’s internal Spanish group. As part of
the internal review, a Spanish style guide is maintained to document Spanish word choice from
administration to administration and across grades within an administration. After discussions
with PDE and Second Language Testing, Incorporated, the mathematics sections of the
mathematics and reading test booklets for Grades 4-8 and 11 and the entire science assessment
for Grades 4 and 8 were designed with a side-by-side format with the English text and Spanish
trandated text on facing pages. The Spanish translated text was on the left-hand side followed by
the original English text on the right-hand (facing) side.

The mathematics sections of the answer booklets for Grades 4-8 and 11 and the science answer
booklets for Grades 4 and 8 were also presented in Spanish and English. In the case of
mathematics, each open-ended item covered a total of four pages in the answer booklet. In the
case of science, each open-ended item covered either two or four pages in the answer booklet,
depending on the length of the origina English-language item. In the case of four-page open-
ended items, the first set of facing pages of an item was presented in Spanish. The second set of
facing pages of an item was presented in the origina English. Those students using this
accommodated version of the mathematics assessment could write their answers on either the
English language pages or on the translated Spanish language pages. Their answers could be
written in English, Spanish, or a combination of both Spanish and English as all pages were
evaluated and scored, and the highest possible scores from those combinations recorded for the
students.

The mathematics sections of the scannable booklets for Grade 3 and the Grade 11 science
assessment scannable booklets were also presented in Spanish and English using a modified
over/under format, with the Spanish presented directly above or to the left of the English. To
assist the presentation of the two languages on the same page, the English portion was presented
in italics and in a smaller font. Those students using this accommodated version of the
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mathematics assessment could write their answers in English, Spanish, or a combination of both
Spanish and English, with the highest possible scores from those combinations recorded for the
students.

Spanish-tranglated versions of the mathematics assessment were used by atotal of 2,587 students
at Grades 3-8 and 11 in 2012. Spanish-transated versions of the science assessment were used
by atotal of 1,045 students at Grades 4, 8, and 11 in 2012.

Instructions for the appropriate use of these special forms are detailed in accommodation
manuals titled Accommodations Guidelines for Sudents with |EPs and Sudents with 504 Plans,
Accommodations Guidelines for Sudents without |EPs and 504 Plans, and Accommodations
Guidelines for English Language Learners.

Summary of the Trandation Verification Study by SLTI of the 2009 PSSA Science
Assessments

From November 2009 through January 2010, Second Language Testing, Incorporated conducted
a trandation verification study of the 2009 PSSA science assessments titled “Trandlation
Verification Study of the 2009 Pennsylvania System of School Assessment (PSSA) of Science
for Grades 4, 8, and 11.” In this study, the appropriateness of the transadaptation of the PSSA
Science Assessments into Spanish was investigated. Three independent reviewers, specialists in
bilingual science education and science transglation, were used to determine the appropriateness
of each trandated or adapted item. The purpose of the report was to conduct qualitative research
on the comparability of the Spanish and English versions of the PSSA Science assessments.

The report of this study by Second Language Testing, Incorporated described the assessments,
the purpose of the trandation verification study, the reviewers, the trandation verification
process, and the trandation verification results. A total of 185 items covering tests at Grades 4
(63 items), 8 (63 items), and 11 (59 items) were reviewed. The study shows that none of the 185
reviewed items were judged by the reviewers to be inappropriately translated or adapted into
Spanish. The study did provide suggestions for nine items that were judged as appropriate but the
trangation could still be improved in the event the items were used again.

Overall, the report concluded that the transadaptation of the 2009 PSSA Science Assessments
was clearly appropriate. Since both the English and Spanish versions are comparable in the sense
that both versions assess the same content, use the same format, have equal numbers of items,
follow the same test administration and scoring procedures, and are used and interpreted in the
same way, the study concluded that the English and Spanish versions of the science assessments
measured the same content in two different languages. Thus, the study indicated that both
language versions showed the same degree of alignment and the same depth-of-knowledge
described in the Assessment Anchors alignment study. As a result, the report concluded that
there is no need to conduct a separate alignment study of the Spanish version of the PSSA
Science Assessments.

Beyond the findings presented in the study, the report recommended that appropriate quantitative
analyses be carried out on construct equivalence. Unless such analyses clearly demonstrate a lack
of equivalence, it is appropriate to assume that there is no need to conduct a separate linking
study or a separate standard setting study for the Spanish versions of the tests. Both versions can
be scored on the same scale, and scores on each version have the same meaning in terms of
student mastery of the Science Assessment Anchors as defined by the Eligible Content.

The full report can be obtained by request from the Pennsylvania Department of Education.
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Summary of Comparability Report from Sireci Psychometric Services

In addition to the study conducted by Second Language Testing, Incorporated, a second
comparability study of the 2009 PSSA Spanish trandations for science was completed in
February 2010 by Sireci Psychometric Services. The report of the study is titled “Evaluating the
Comparability of English and English-Spanish Science Tests from the Pennsylvania System of
School Assessment.”

In this study, the data from the English-language and English-Spanish dual-language
Pennsylvania science tests for Grades 4, 8, and 11 were analyzed. These analyses were designed
to evaluate the consistency of the structure of the data and the consistency of item functioning
across the English and Spanish versions of these assessments using various psychometrics
methods.

The full report can be obtained by request from the Pennsylvania Department of Education.
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TEST SESSIONS, TEST SECTIONS, TEST TIMING, AND TEST LAYOUT

Some assessments utilized separate test booklets and answer booklets. An answer booklet was
used to respond to the multiple-choice and open-ended items and to collect demographic
information. The multiple-choice items and all stimulus-text were placed within the test booklet.
Other assessments used a single consumable booklet. When a single scannable answer booklet
was utilized, the contents of the answer booklet and the test booklet were combined into one
integrated booklet. Each assessment’ s booklet type by grade level is shown in Table 7-1.

Table 7-1. Booklet Type by Administration

ingl
Assessment | Grade ngﬁet égjﬁg Cor?w%gble
Book|et
3 v
4 v v
Mathematics 5 v v
&
Reading 6 Y Y
7 v v
8 v v
_ 4 v v
Science 3 v v
. 5 v
Writing 3 -

Generally, a separate test booklet and answer booklet were used to separate the multiple-choice
items and the open-ended items. For the Grade 3 mathematics and reading assessment, a single
booklet was used to accommodate the younger age of the students. The writing assessments
utilized one booklet, since sections 2, 3, and 4 all required student writing only.

The number of sections for the 2013 operational assessment varied based on the content area of
the assessment. The reading and mathematics assessments consisted of six sections. The science
assessments consisted of two sections. The writing assessments consisted of three sections for
Grade 5 and four sections for Grade 8. Table 7-2 shows test section information for each PSSA
assessment. See also Appendix H.
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Table 7-2. PSSA Test Section Information

No. of No. of
Assessment | Sectionsper | Sections per
Content Form
M athematics 3
1. : 6
Reading 3
2. Writing 4 4
Science,
3. ' 2 2
Grade4 and 8

In general, the estimated testing times allowed 1-3 minutes per multiple-choice item, depending
on the content area. The open-ended items were estimated to take approximately 5-10 minutes
per item, aso depending on the content area. Writing prompts were estimated to take
approximately 55-65 minutes per prompt.

Test administrators were instructed that each section in a form should be scheduled as one
assessment session. However, they were allowed to combine multiple sections into a single
session, as long as the sections were administered in the sequence in which they are printed in
the test booklets. In all cases, individual assessment sections had to be completed within one
school day.

2013 PSSA Technical Report Page 70



Chapter Seven: Test Administration Procedures

Table 7-3. PSSA Testing L oad and Duration by Subject by Grade

Total No. of MC Total No. of OE Total Estimated
Assessment | Grade | Itemsper Form per | Itemsper Form per | Administration Time
Administration Administration per Form (in Minutes)

3 72 4 200 to 245

4 72 4 200 to 245

) 5 72 4 200 to 245

M athematics

6 72 4 200 to 245

7 72 4 200to 245

8 72 4 200 to 245

3 58 3 210 to 255

4 58 5 220 to 265

) 5 58 5 220 to 265
Reading

6 58 5 230to 275

7 58 5 22510 270

8 58 5 230to 275

_ 4 68 6 120 to 150
Science

8 70 6 130 to 160

. 5 20 3 270to 330
Writing

8 20 3 270to 330
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Table 7-4. PSSA Testing L oad and Duration by Grade by Subject

Total Total
el N2 @ Estimated Total No. of E§t|mateq
Items per . . Administration
Grade Content Administration Items per :
Form per . Time per
- . Time per Form Student :
Administration . . Student (in
(in Minutes) .
Minutes)
Mathematics 76 200 to 245
3 - 137 410 to 500
Reading 61 210 to 255
Mathematics 76 200 to 245
4 Reading 63 220 to 265 213 540 to 660
Science 74 120 to 150
Mathematics 76 200 to 245
5 Reading 63 220 to 265 162 690 to 840
Writing 23 270t0 330
Mathematics 76 200 to 245
6 : 139 430 to 520
Reading 63 230to 275
Mathematics 76 200 to 245
7 : 139 42510 515
Reading 63 22510 270
Mathematics 76 200 to 245
Reading 63 230to 275
8 : 238 830to0 1010
Science 76 130to 160
Writing 23 270to0 330

Since not all students finished the assessment sections at the same time, test administrators were
advised to use the flexibility of the time limits to the students' advantage. For example, test
administrators managed the testing time so that students did not feel rushed while they were
taking any assessment section, and no student was penalized because he or she worked slowly. It
was equally stressed to test administrators that a student should not be given an opportunity to
waste time. Students were told to close their booklets when they had finished the section of the
assessment in which they had been working. Students who finished early were alowed to sit
quietly or read for pleasure until al students had finished. Students with special requirements
and/or abilities (i.e., physical, visual, auditory, or learning disabilities as defined by their IEP or
service contracts) and students who just worked slowly may have required extended time.
Special assessment situations were arranged for these students. When all students in a testing
session indicated that they had finished an assessment section, test administrators ended the
section and began the next section or allowed the students to return to regular activities.

Scheduled extended time was provided by a test administrator, and students were allowed to
request extended time if they indicated that they had not completed the task. Such requests were
granted if the test administrator found the request to be educationally valid. Test administrators
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were advised that not permitting ample time for students to complete the assessment might
impact the students' and school’ s performance.

Asagenera guideline, however, when all studentsindicated that they had finished a section, that
section was closed. Students requiring time beyond the mgjority of the student population were
allowed to continue immediately following the regularly scheduled session in another setting.
When such accommodations were made, school personnel ensured that students were monitored
at al times to prevent sharing of information. Students were not permitted to continue a section
of the assessment after a significant lapse of time from the original session.

Additional information concerning testing time and test layouts can be found in Chapter Three.
TESTING WINDOW
The testing windows for the 2013 operational assessments were as follows:

e Writing — March 11 through March 15, 2013

*  Writing Make-up — March 18 through March 22, 2013

* Mathematics and Reading — April 8 through April 19, 2013

» Science— April 22 through April 26, 2013

* Mathematics, Reading, and Science Make-up — April 29 through May 3, 2013
Additional information concerning testing time and test layouts can be found in Chapter Three.
SHIPPING, PACKAGING, AND DELIVERY OF MATERIALS
DRC sent two shipments for the 2013 PSSA operational assessment:

e Shipment one contained the Handbook for Assessment Coordinators and the
Directions for Administration Manuals for each grade tested at a school participating
in the mathematics, reading, science, and writing assessments. Shipment one was
delivered by February 11, 2013.

* Shipment two contained the administrative materials (e.g., Return Shipping labels,
District/School labels, Do Not Score labels, and Student Precode labels) and secure
materials (e.g., consumable test/answer booklets) for each grade tested at a school
participating in the mathematics, reading, science, and writing assessments. Shipment
two was delivered by February 25, 2013.
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DRC ensured that all assessment materials were assembled correctly prior to shipping. DRC
operations staff used the automated Operations Materials Management System (Ops MMYS) to
assign secure materials to a school at the time of ship out. This system used barcode technol ogy
to provide an automated quality check between items requested for a site and items shipped to a
site. A shipment box manifest was produced for and placed in each box shipped. DRC operations
staff double-checked all box contents with the box manifest prior to sealing the box for shipping
to ensure accurate delivery of materials. DRC operations staff performed lot acceptance
sampling on both shipments. Districts and schools were selected at random and examined for
correct and complete packaging and labeling. This sampling represented a minimum of
10 percent of all shipping sites.

DRC’ s materials management system, along with the systems of shippers, allowed DRC to track
materials from DRC’s warehouse facility to receipt at the district, school, or testing site. All
DRC shipping facilities, materials processing facilities, and storage facilities are secure. Access
is restricted by security code. Non-DRC personnel are escorted by a DRC employee at all times.
Only DRC inventory control personnel have access to stored secure materials. DRC employees
are trained in and made aware of the high level of security that is required.

DRC packed 2,841,326 assessment booklets and 131,782 Directions for Administration Manuals
for 2,747 testing sites. DRC used United Parcel Service (UPS) and Advanced Shipping
Technologiesto deliver the secure materials to the testing sites.

MATERIALS RETURNED

DRC used UPSfor all returns. The return windows for the PSSA materials were as follows:
e Writing primary return window — March 13 through March 22, 2013
e  Writing make-up return window — March 18 through March 22, 2013

* Mathematics and Reading primary return window — April 10 through
April 19, 2013

e Science primary return window — April 24 through May 4, 2013

* Mathematics, Reading, and Science make-up return window — April 29 through
May 4, 2013

TEST SECURITY MEASURES

Test security is essential to obtaining reliable and valid scores for accountability purposes. Test
Security Certifications were required to be signed by each building Principal, School Assessment
Coordinator, District Assessment Coordinator, Test Administrator, and Proctor prior to the
assessment being administered. All signed Certifications were returned to the Chief School
Administrator who must retain the Certifications for three years. The purpose of the
Certifications was to serve as a tool to document that the individuals responsible for
administering the assessments both understood and acknowledged the importance of test security
and accountability. The Certifications attested that all security measures were followed
concerning the handling of secure materials.
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SAMPLE M ANUALS

Copies of the Handbook for Assessment Coordinators and the Directions for Administration
Manuals can be found on the PDE website at www.education.state.pa.us.

TESTING WINDOW ASSESSMENT ACCOMMODATIONS

Two accommodations manuals, Accommodations Guidelines and Accommodations Guidelines
for English Language Learners, were developed for use with the 2013 PSSA. These manuals can
be found on the PDE website at www.education.state.pa.us. Additional information regarding
assessment accommaodations can be found in Chapter Four of this report.
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Chapter Eight: Processing and Scoring
RECEIPT OF MATERIALS

Receipt of PSSA test materials began on March 20, 2013, and concluded with all make-up tests
on May 9, 2013. DRC’s Operations Materials Management System (Ops MMYS) was utilized to
receive assessment materials securely, accurately, and efficiently. This system features
innovative automation and advanced barcode scanners. Captured data were organized into
reports, which provided timely information with respect to suspected missing material.

The first step in the Ops MM S was the Box Receipt System. When a shipment arrived at DRC,
the boxes were removed from the carrier’s truck and passed under a barcode reader, which read
the barcode printed on the return label and identified the district and school. The number of
boxes was immediately compared to what was picked up at the district. The data collected in this
process were stored in the Ops MMS database. After the barcode data were captured, the boxes
were placed on a pallet and assigned a corresponding pallet number.

Once the box receipt process was completed, the materials separation phase began. Warehouse
personnel opened the boxes and sorted materials by grade, subject, and status (used or unused
booklets) into scanning boxes. Every booklets' security barcode and precode barcode were hand-
scanned to link each document to the original box. As the booklets were sorted, the Ops MM S
system guided the floor operator to which box to place the document. The Ops MMS system
kept count and record of the materials placed in each box. This count remained correlated to the
box as an essential quality-control step throughout the secure booklet processing and provided a
target number for all steps of the check-in process. Once a box was closed, an MM S Processing
Label was placed on that box.

Once labeled, the sorted and counted boxes proceeded to the Quality Assurance process, where a
secure booklet check-in operator used a hand scanner to scan the MM S Processing Label. This
procedure identified the material type and quantity parameters for what the Ops MMS should
expect within abox. The box contents were then loaded into the streamfeeder.

The documents were fed past oscillating scanners that captured both the security code and
precode from the booklets. A human operator monitored an Ops MM S screen that displayed scan
errors, an ordered accounting of what was successfully scanned, and the document count for each
box. The system ensured that each material within the box matched the information obtained
from the original hand-scanning process.

When all materials were scanned and the correct document count was confirmed, the box was
sealed and placed on a pallet. If the correct document count was not confirmed, or if the operator
encountered difficulties with material scanning, the box and its contents were delivered to an
exception handling station for resolution.

This check-in process occurred immediately upon receipt of materials; therefore, DRC provided
feedback to districts and schools regarding any missing materials based on actual receipt versus
expected receipt. Sites that had 100 percent of their materials missing after the date they were
due to DRC were contacted, and any issues were resolved.
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Throughout the process of secure booklet check-in, DRC project management ran a daily
missing materials report. Every site that was missing any number of booklets was contacted by
DRC. Results of these correspondences were recorded for inclusion in the final Missing
Materials Report if the missing booklets were not returned by the testing site. DRC produced the
Missing Materials Report for PDE upon completion of secure booklet check-in. The report listed
all schools in each participating district along with security barcodes for any booklets not
returned to DRC.

After scannable materials (used answer booklets) were processed through booklet check-in, the
materials became available to the DRC Document Processing log-in staff for document log-in.
The booklets were logged-in using the following process:

e A DRC scannable barcode batch header was scanned, and a batch number was
assigned to each box of booklets.

* The DRC box label barcode was scanned into the system to link the box and booklets
to the newly created batch and to create a Batch Control Sheet.

* The DRC box label barcode number, along with the number of booklets in the box,
was printed on the Batch Control Sheet for document tracking purposes. All booklets
that were linked to the box barcode were assigned to the batch number and tracked
through all processing steps. As booklets were processed, DRC staff dated and
initialed the Batch Control Sheet to indicate that proper processing and controls were
observed.

Before the booklets were scanned, all batches went through a quality inspection to ensure batch
integrity and correct document placement.

After aquality check-in at the DRC Document Processing log-in area, the spines were cut off the
scannable documents, and the pages were sent to DRC’ s Imaging and Scoring System.

SCANNING OF MATERIALS

Customized scanning programs for all scannable documents were prepared to read the booklets
and to format the scanned information electronically. Before materials arrived, all image
scanning programs went through a quality review process that included scanning of mock data
from production booklets to ensure proper data collection.

DRC'’s image scanners were calibrated using a standard deck of scannable pages with 16 known
levels of gray. On a predefined page location, the average pixel darkness was compared to the
standard calibration to determine the level of gray. Marks with an average darkness level of 4 or
above on a scale of 16 (O through F) were determined to be valid responses, per industry
standards. If multiple marks were read for a single item and the difference of the grayscale reads
was greater than four levels, the lighter mark was discarded. If the multiple marks had fewer than
four levels of grayscale difference, the response was flagged systematically and forwarded to an
editor for resolution.

DRC'’ s image scanners read selected-response, demographic, and identification information. The
image scanners also used barcode readers to read pre-printed barcodes from a label on the
booklets.
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The scannable documents were automatically fed into the image scanners where predefined
processing criteria determined which fields were to be captured electronically. Open-ended
response images were separated out for image-based scoring.

During scanning, a unique serial number was printed on each sheet of paper. This seria number
was used for document integrity and to maintain sequencing within a batch of booklets.

A monitor randomly displayed images, and the human operator adjusted or cleaned the scanner
when the scanned image did not meet DRC’ s strict quality standards for image clarity.

All images passed through a software clean-up program that despeckled, deskewed, and
desmeared the images. A random sample of images was reviewed for image quality approval. If
any document failed to meet image quality standards, the document was returned for rescanning.

Page-scan verification was performed to ensure that all predefined portions of the booklets were
represented in their entirety in the image files. If a page was missing, the entire booklet was
flagged for resolution.

After each batch was scanned, booklets were processed through a computer-based editing
program to detect potential errors as a result of smudges, multiple marks, and omissions in
predetermined fields. Marks that did not meet the predefined editing standards were routed to
editors for resolution.

Experienced DRC Document Processing editing staff reviewed al potential errors detected
during scanning and made necessary corrections to the data files. The imaging system displayed
each suspected error. The editing staff then inspected the image and made any needed
corrections using the unique serial number printed on the document during scanning.

Upon completion of editing, quality control reports were run to ensure that all detected potential
errors were reviewed again and afinal disposition was determined.

Before batches of booklets were extracted for scoring, a fina edit was performed to ensure that
al requirements for final processing were met. If a batch contained errors, it was flagged for
further review before being extracted for scoring and reporting.

During this processing step, the actual number of documents scanned was compared to the
number of booklets assigned to the box during book receipt. Count discrepancies between book
receipt and booklets scanned were resolved at thistime.

Once all requirements for final processing were met, the batch was released for scoring and
student level processing.

Table 8-1 shows the number of answer booklets received through booklet check-in, the number
of booklets that contained student responses that were scanned and scored, the number of test
booklets received, and the total number of booklets received for the writing assessment (W), the
mathematics and reading assessment (MR), and the science assessment (S).
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Table 8-1. Counts of 2013 PSSA Materials Received: Grades 3-8

Answer Used Answer Test Total Total

Booklets Booklets Booklets Booklets | Booklets

Received Received Received Received | Shipped
Grade3MR 162,632 121,421 n/a* 162,632 162,669
Grade4 MR 168,602 114,312 168,600 337,202 337,270
Grade4S 166,082 103,032 166,073 332,155 332,188
Grade5MR 168,026 111,996 168,025 336,051 336,084
Grade5W 164,983 127,204 n/a* 164,983 164,994
Grade6 MR 167,522 114,087 167,520 335,042 335,078
Grade7 MR 168,874 122,793 168,879 337,753 337,830
Grade8 MR 168,303 116,620 168,301 336,604 336,632
Grade8S 166,401 102,141 166,399 332,800 332,834
Grade8W 165,729 131,110 n/a* 165,729 165,747

* Grades 5 and 8 writing and Grade 3 mathematics and reading were presented in a single, integrated test/answer booklet.

2013 PSSA Technical Report Page 80



Chapter Eight: Processing and Scoring

Figure 8-1 illustrates the production workflow for DRC’'s Ops MMS and Image Scanning and
Scoring System from receipt of materials through all processing of materials and the presentation
of scanned images for scoring.

Figure 8-1. Workflow System
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MATERIALS STORAGE

Upon completion of processing, student response documents were boxed for security purposes
and final storage:

* Project-specific box labels were created containing unique customer and project
information, material type, batch number, pallet/box number, and the number of
boxes for a given batch.

* Boxeswere stacked on pallets that were labeled with the project information and alist
of the pallet’s contents before delivery to the Materials Distribution Center for final
secure storage.

* Materials will be destroyed one year after contract year ends, with PDE written
approval.

2013 PSSA Technical Report Page 81



Chapter Eight: Processing and Scoring

SCORING MULTIPLE-CHOICE ITEMS

The scoring process included the scoring of multiple-choice items against the answer key and the
aggregation of raw scores from the open-ended responses. A student’s raw score is the actual
number of points achieved by the student for tested elements of an assessment. From the raw
scores, the scale scores were cal cul ated.

The student file was scored against the final and approved multiple-choice answer key. Items
were scored as right, wrong, omitted, or double-gridded (more than one answer was bubbled for
an item). Sections of the test were evaluated as a whole and an attempt status was determined for
each student for each subject. The score program defined all data elements at the student level
for reporting.

RANGEFINDING

After student answer documents were received and processed, DRC’s Performance A ssessment
Services (PAS) staff assembled groups of responses that exemplified the different score points
for each subject. The score point ranges were represented by the following scoring guidelines:

* 04 item-specific scoring guidelines for math
* (0-3item-specific scoring guidelines for reading and ELA: reading (short answer)

* 1-4 mode-specific composing and 14 revising and editing scoring guidelines for
writing

* 14 holistic scoring guideline for ELA: reading (text-dependent analysis)
* (-2 item-specific scoring guidelines for science

Note: For grades 3-5 math, grades 3-5 ELA: reading (short answer), and grades 4 and 5
ELA: reading (text-dependent analysis), the new transition to common core item-types
were rangefound and field tested this year. For grades 6-8 reading, writing, and math,
traditional PSSA items were rangefound and field tested. All the above items were
embedded in the 2013 operational PSSA. The grades 3-5 transition to common core
writing prompts and the grade 3 writing open-ended items were rangefound and field
tested as part of a separate standalone field test not addressed in this technical report.

Responses were pulled from the embedded field test portion of the PSSA for each subject. Once
examples of all score points were selected for each item, sets were assembled for rangefinding.
Copies were made for each rangefinding participant. Rangefinding committees consisted of
Pennsylvania educators, PDE staff members, DRC Test Development staff, and DRC
Performance Assessment Services staff. The rangefinding meetings were as follows:

* ELA: Reading (text-dependent analysis) Field Test Rangefinding (grades 4 and 5),
May 20-24, The Sheraton Harrisburg-Hershey, Harrisburg

* Reading Field Test Rangefinding (grades 6-8), May 21-23, The Sheraton Harrisburg-
Hershey, Harrisburg

e  Writing Field Test Rangefinding (grade 8), May 21-23, The Sheraton Harrisburg-
Hershey, Harrisburg

* ELA: Reading (short answer) Field Test Rangefinding (grades 3-5), May 29-31 and
June 10-12, The Hilton, Harrisburg
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* Math Field Test Rangefinding (grades 6-8), May 29-31, The Hilton, Harrisburg

* Science Field Test Rangefinding (grades 4 and 8), May 29-30, The Hilton,
Harrisburg

* Math Field Test Rangefinding (grades 3-5), June 10-13, The Hilton, Harrisburg

Each rangefinding meeting began in ajoint session with areview of the history of the assessment
and a discussion of the transition towards common core, and then broke into subject/grade-
specific groups. Sets of student responses were presented to the committees, one item at a time.
Each committee initially reviewed and scored student responses as a group to ensure that
everyone was interpreting the scoring guidelines consistently. Committee members then went on
to score responses independently. For each student response, committee members scores were
discussed until a consensus was reached. Only those responses for which there was strong
agreement among committee members were chosen for inclusion in training materials for DRC
raters.

Discussions of student responses included the mandatory use of scoring guideline language. This
ensured that committee members remained focused on the specific requirements of each score
level. DRC PAS staff took notes addressing how and why the committees arrived at score point
decisions, and this information was used by the scoring directorsin rater training.

DRC and PDE discussed scoring guideline edits suggested by the rangefinding committees.
Changes approved by PDE were then incorporated into the scoring guidelines by DRC Test
Development staff. The edited scoring guidelines were used in the preparation of materials and
the training of raters.

RATER RECRUITMENT/QUALIFICATIONS

DRC retains a number of raters from year to year. This pool of experienced raters was drawn
from to staff the scoring of the 2013 PSSA. To complete the rater staffing for this project, DRC
placed advertisements in local newspapers and utilized a variety of web sites. Open houses were
held and applications for rater positions were screened by DRC's recruiting staff. Candidates
were personally interviewed by DRC staff. In addition, each candidate was required to provide
an on-demand writing sample, an on-demand math sample, references, and proof of a four-year
college degree. In this screening process, preference was given to candidates with previous
experience scoring large-scale assessments and degrees emphasizing expertise in mathematics,
English language arts, or science. Thus, the rater pool consisted of educators and other
professionals with content-specific backgrounds. These individuals were valued for their
content-specific knowledge, but they were required to set aside their own biases about student
performance and accept the scoring standards outlined in the PSSA.
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L EADERSHIP RECRUITMENT/QUALIFICATIONS

Scoring directors and team leaders were selected by content specialists from a pool of employees
who displayed expertise as raters and leaders on previous DRC projects. These individuals had
strong backgrounds in mathematics, English language arts, or science and demonstrated
organizational, leadership, and management skills. A majority of scoring directors and team
leaders had at least five years of leadership experience working on large-scale assessments,
including the PSSA. All scoring directors, team leaders, and raters were required to sign
confidentiality agreements before handling secure materials.

Each room of raters was assigned a scoring director. Thisindividual led all handscoring activities
for the duration of the project. Scoring directors assisted in rangefinding, worked with
supervisors to create training materials, conducted team leader training, and were responsible for
training the raters. The scoring director made sure that reports were available and interpreted
those reports for the raters. The scoring director also supervised the team leaders. All scoring
directors were monitored by the project director, the project manager and the content specialists.

Team leaders assisted the scoring director with rater training by leading their teams in small
group discussions and answering individual questions that raters may not have felt comfortable
asking in a large group. Once raters were qualified, team leaders were responsible for
maintaining the accuracy and workload of each team member. Ongoing monitoring identified
those individuals having difficulty scoring accurately. These raters received one-on-one
retraining from the team leader. Any rater who could not be successfully retrained had his/her
scores purged and was released from the project.

TRAINING

As part of preparation for the 2013 mathematics, reading, science, and writing assessments,
DRC's PAS staff assembled the PDE-approved scoring guidelines and scored student responses
approved by rangefinding committees into sets used for training raters. The item-specific scoring
guidelines (and the revising and editing, and composing writing guidelines) served as the raters
constant reference. Responses that were relevant in terms of the scoring concepts they illustrated
were annotated and included in an anchor set. The full range of each score point was clearly
represented and annotated in the anchor set, which was used for reference by raters throughout
the project.

Training sets and qualifying sets contained student responses reviewed by rangefinding
committee members. Raters were instructed on how to apply the scoring guidelines and were
required to demonstrate a clear comprehension of each anchor set by performing well on the
associated training materials. Responses were selected for training to show raters the range of
each score point (e.g., high, mid, and low 2s). Examples of Os were also included for all
mathematics, reading, and science items. This process helped raters recognize the various ways
that a student could respond in order to earn each score point outlined and defined in the item-
specific scoring guidelines.

The scoring director conducted a team leader training session before training the raters. This
session followed the same procedures as rater training, but qualifying standards were more
stringent due to the extra responsibilities required of team leaders. During team leader training,
all PSSA materials were reviewed and discussed. Team leaders were required to annotate all of
their training materials with committee justifications from the rangefinding meetings. To
facilitate scoring consistency, it was imperative that al team leaders imparted the same rationale
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for each response. Once the team leaders were qualified, leadership responsibilities were
reviewed and team assignments were given. A ratio of one team leader per each 8-10 raters
ensured sufficient monitoring rates for team members.

The 2013 assessment included the opportunity for students to respond in Spanish to mathematics
and science items. The scoring director responsible for overseeing this is a Spanish language
speaker who has a strong mathematics and science background and has worked closely with the
PSSA for four years. All Spanish raters were bilingual and hired specifically to score the Spanish
portion of the assessment. They were required to meet the same training and scoring standards
set for the raters of the English version of the assessment.

Rater training began with the scoring director providing an intensive review of the scoring
guidelines and anchor papers. Next, raters practiced by independently scoring the responses in
the training sets. After each training set, the scoring director or team leaders led a thorough
discussion of the responses, either in alarge-group or small-group setting.

Once the scoring guidelines, anchor sets, and training sets were thoroughly discussed, each rater
was required to demonstrate understanding of the scoring criteria by qualifying (i.e., scoring with
acceptable agreement to the true scores) on at least one of the qualifying sets. Raters who failed
to achieve 70 percent exact agreement on the first qualifying set were given additional,
individual training. Raters who did not perform at the required level of agreement by the end of
the qualifying process were not alowed to score any student responses. These individuals were
removed from the pool of potential raters in DRC's imaging system and released from the
project.

HANDSCORING PROCESS

Student responses were scored independently. All responses were scored once, and ten percent of
the responses were scored a second time. The data collected from the ten percent double read
portion was used to calculate the exact and adjacent agreement rates in the Scoring Summary
Reports. The responses that were used for the ten percent read behind were randomly chosen by
the imaging system at the item level. Additional read behinds by the team leaders and scoring
directors were done to further ensure reliability.

Raters scored the imaged student responses on PC monitors at DRC Scoring Centersin Sharonville
and Columbus, Ohio; Plymouth and Woodbury, Minnesota; Pittsburgh, Pennsylvania; and Austin,
Texas. Raters were seated at tables with two imaging stations at each table. Image distribution was
controlled, ensuring that student images were sent only to designated groups of raters qualified to
score those items. Imaged student responses were electronically separated for routing to individual
raters by item. Raters were only provided with student responses that they were qualified to score.
Scores were keyed into DRC’ simaging system.

To handle possible alerts (i.e., student responses indicating potential issues related to students
safety and well-being that sometimes require attention at the state or local level), DRC’simaging
system allows raters to forward responses needing attention to the scoring director. These alerts
are reviewed by the project director, who then notifies the students schools and PDE of the
occurrences. However, PDE does not receive students responses or any other identifying
information about the students. At no time in the alerts process do raters, or other DRC staff,
acquire any knowledge concerning a student’ s personal identity.
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HANDSCORING VALIDITY PROCESS

One of the training tools PAS utilized to ensure rater accuracy was the validity process. The goal
of the validity process is to ensure that scoring standards are maintained. Specifically, the
objective is to make sure that raters score student responses in a manner consistent with
statewide standards both within a single administration of the PSSA and across consecutive
administrations. In scoring the 2013 PSSA, this scoring consistency was maintained, in part,
through the validity process.

The validity process began with the selection of scored responses from the initial field test. The
content specialist for each subject selected 40 validity papers for each core open-ended (OE)
item. These 40 papers were drawn from a pool of exemplars (responses that are representative of
a particular score point and have been verified by the scoring director and the content specialist).
The scores on validity papers are considered true scores.

The validity papers were then implemented to test rater accuracy. The responses were scanned
into the imaging system and dispersed intermittently to the raters. By the end of the project,
raters had scored all 40 validity papers for any items they were qualified to score. Raters were
unaware that they were being dealt pre-scored validity responses and assumed that they were
scoring live student responses. This helped bolster the internal validity of the process. It is
important to note that all raters who received validity papers had aready successfully completed
the training/qualifying process.

Next, the scores that the raters assigned to the validity papers were compared to the true scoresin
order to determine the validity of the raters scores. For each item, the percentage of exact
agreement as well as the percentage of high and low scores was computed. This data was
accessed through the Validity Item Detail Report. The same sort of data was also computed for
each specific rater. This data was accessed through the Validity Reader Detail Report. Both of
these may be run as daily or cumulative reports.

The Validity Reader Detail Report was used to identify particular raters for retraining. If a rater
on a certain day generated a lower rate of agreement on a group of validity papers, it was
immediately apparent in the Validity Reader Detail Report. A lower rate of agreement was
defined as anything below 70 percent exact agreement with the true scores. Any time a rater’s
validity agreement rate fell below 70 percent, the scoring director was cued to examine that
rater’s scoring. First, the scoring director attempted to ascertain what kind of validity papers the
rater was scoring incorrectly. This was done to determine whether there was any sort of a trend
(e.g., trending low on the 1-2 line). Once the source of the low agreement was determined, the
rater was retrained. If it was determined that the rater had been scoring live papers inaccurately,
then his’her scores were purged for that day, and the responses were re-circulated and scored by
other raters.

The cumulative Validity Item Detail Report was utilized to identify potential room-wide trends
in need of correction. For instance, if a particular validity response with a true score of 3 was
given a score of 2 by a significant number of raters within the room, that trend would be revealed
in the Validity Item Detail Report. To correct atrend of this sort, the scoring director would look
for student responses similar to the validity paper being scored incorrectly. Once located, these
responses would be used in room-wide re-training, usually in the form of an annotated handout
or ashort set of papers without printed scores given to raters as arecalibration test.
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Validity was employed on all core mathematics, reading, and science OE items and for all
operational writing prompts. Each 40-paper validity set was formulated to mirror the score point
distribution that the item generated during its previous administration. Each validity set included
a least five examples of each score point. Examples of different types of responses were
included to ensure that raters were tested on the full spectrum of response types.

The exact rater agreement rate generated during the validity process was often higher than the
inter-rater agreement rate for the same item. The reason for this discrepancy has to do with how
validity sets are formulated. The 40 validity papers for each item, chosen by the content
specialist, are intended to cover the full breadth of each score point. For example, each validity
set contains examples of high, mid, and low 2s. This scope ensures that the validity process is
truly valid in terms of addressing the complete spectrum of response types. However, certain
types of responses are generally not included in validity sets. These include line papers (i.e.,
examples of score points that are so close to the adjacent score point that raters are instructed to
consult with a supervisor before assigning a score) and responses that, because of poor word
choice/writing, are difficult to understand. The reason for these exclusions is that
confusing/line/illegible papers often do not impart a teachable lesson. Since these types of papers
are usualy unique, any potential lesson the response might teach would apply only to that
particular paper. Conversely, the papers in validity sets are chosen because they represent
common response-types and teach lessons that can be applied to other similar papers. Due to this
distinction, validity sets generate a dightly higher agreement rate than is typically generated
during operational scoring.

QUALITY CONTROL

Rater accuracy was monitored throughout the scoring session by means of daily and on-demand
reports. These reports ensured that an acceptable level of scoring accuracy was maintained
throughout the project. Inter-rater reliability was tracked and monitored with multiple quality
control reports that were reviewed by quality assurance analysts. These reports and other quality
control documents were generated at the scoring centers, where they were reviewed by the
scoring directors, team leaders, content specialists, and project directors. The following reports
and documents were used during the scoring of the open-ended items:

The Scoring Summary Report (includes two related reports)

1. The Reader Monitor Report monitored how often raters were in exact agreement
with one another and ensured that an acceptable agreement rate was maintained. This
report provided daily and cumulative exact and adjacent inter-rater agreement on the ten
percent that was double read.

2. The Score Point Distribution Report monitored the percentage of responses given each of
the score points. For example, the mathematics daily and cumulative reports showed what
percentage of 0s, 1s, 2s, 3s, and 4s arater had given to all the responses scored at the time
the report was produced. It aso indicated the number of responses read by each rater so
that production rates could be monitored.

The Item Status Report monitored the progress of handscoring. This report tracked each response
and indicated the status (e.g., not read, complete, awaiting supervisor review, etc.). This report
ensured that all responses were scored by the end of the project.

The Read-Behind Report identified all responses scored by an individual rater. This report was
useful if any responses needed rescoring because of possible rater drift.
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The Validity Reports (addressed in detail on previous page) tracked how raters performed by
comparing pre-scored responses to raters' scores for the same responses. If arater’s scoring fell
below the 70 percent determined agreement rate, remediation occurred. Raters who did not
retrain to the required level of agreement were released from the project.

The Read-Behind Log was used by the team leader/scoring director to monitor individual rater
reliability. Team leaders read randomly-selected, scored items from each team member. If the
team leader disagreed with a rater’s score, remediation occurred. This proved to be a very
effective type of feedback because it was done with live items scored by a particular rater.

Recalibration Sets were used throughout the scoring sessions to ensure accuracy by comparing
each rater’s scores with the true scores on a pre-selected set of responses. Recalibration sets
helped to refocus raters on Pennsylvania scoring standards. This check made sure there was no
change in the scoring pattern as the project progressed. Raters failing to achieve 70 percent
agreement with the recalibration true scores were given additional training to achieve the highest
degree of accuracy possible. Raters who were unable to recalibrate were released from the
project. The process for creating and administering recalibration sets was similar to the one used
for training sets.
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Table 8-2 shows exact and adjacent agreement rates of raters on the core open-ended responses
for the mathematics items in the 2013 PSSA. All student responses were read once, and ten
percent of the responses were read a second time. The data collected from this ten percent double
read was used to calcul ate the exact and adjacent agreement rates.

Table8-2. Inter-rater Agreement for 2013 PSSA
Mathematics Grades 3-8
Open-Ended Response Items and Validity

0, 0,
Mathematics Colrtnemon AOE/;r eE;(T?;E, ¢ Oﬁg'?gé;ce}]entt /A?\dlf;ggl: \/;aﬁéﬁ?/t
Agreement Agreement
1 89 10 99 %}
Grade 3 2 88 12 100 95
3 97 3 100 96
1 93 7 100 96
Grade4 2 %} 6 100 %}
3 o7} 6 100 91
1 9% 6 100 96
Grade5 2 A 6 100 93
3 88 12 100 92
1 92 8 100 97
Grade 6 2 87 13 100 91
3 95 5 100 96
1 86 14 100 96
Grade7 2 85 14 99 9
3 88 12 100 95
1 91 9 100 95
Grade8 2 84 15 99 91
3 82 18 100 81

Note. 0-4 possible score points
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Table 8-3 shows the distribution of scores for the mathematics items. All mathematics items are
scored with a 0—4 score point range.

Table 8-3. Percentages Awarded for Each Possible Scor e Point
2013 PSSA M athematics Grades 3-8

Mathematics | Common Item | %0 %1 %2 %3 %4 | %B/NS
1 13 20 21 33 13 1
Grade3 2 5 20 34 17 24 1
3 9 20 23 45 1
1 8 15 23 43 10 2
Grade4 2 28 39 11 12 5 4
3 4 10 35 26 24 1
1 12 54 22 6 1
Grade5 2 12 27 25 21 11 5
3 27 32 17 17 6 1
1 5 12 14 52 14 2
Grade 6 2 11 32 27 22 2 5
3 16 20 16 29 18 1
1 17 31 32 16 4 2
Grade7 2 24 25 18 12 16 5
3 15 8 25 40 11 1
1 12 21 13 35 17 2
Grade8 2 14 6 25 25 24 5
3 12 31 22 22 12 1

*B=blank and NS=non-scoreable
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Table 84 shows exact and adjacent agreement rates of raters on the core open-ended responses
for the reading items in the 2013 PSSA. All student responses were read once, and ten percent of
responses were read a second time. The data collected from this ten percent double read was
used to calculate the exact and adjacent agreement rates.

Table84. Inter-rater Agreement for 2013 PSSA
Reading Grades 3-8
Open-Ended Response Itemsand Validity

. % Exact + % Exact
0, (0]
Reading Common Yo Exact Yo Adjacent Adjacent validity
Item Agreement Agreement
Agreement Agreement

1 84 16 100 80
Grade3

2 74 26 100 79

1 84 16 100 82

2 84 16 100 89
Grade4

3 86 14 100 87

4 85 15 100 88

1 79 21 100 87

2 75 25 100 85
Gradeb

3 75 25 100 87

4 76 24 100 84

1 81 19 100 77

2 75 25 100 74
Grade 6

3 82 18 100 85

4 80 20 100 82

1 83 17 100 86

2 78 22 100 79
Grade?7

3 77 23 100 76

4 80 19 99 82

1 72 28 100 72

2 77 23 100 80
Grade 8

3 75 25 100 84

4 77 23 100 86

Note. 0-3 possible score points
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Table 8-5 shows the distribution of scores for the reading items. All reading items are scored
with a 0-3 score point range.

Table 8-5. Percentages Awarded for Each Possible Scor e Point
2013 PSSA Reading Grades 3-8

Reading Common Item | %0 %1 %2 %3 | %B/NS*
1 9 42 33 13 2
Grade3
2 7 41 38 12 2
1 7 14 44 32 1
2 5 21 39 33 2
Grade4
3 7 53 16 22 1
4 12 31 34 21 2
1 26 56 12 1
2 27 52 13 2
Gradeb
3 29 43 19 1
4 12 46 27 13 1
1 8 42 37 12 1
2 3 33 49 12 2
Grade 6
3 4 33 51 11 1
4 7 28 45 18 1
1 2 44 31 22 1
2 7 19 54 18 2
Grade?7
3 8 29 44 17 1
4 9 39 30 21 2
1 8 36 41 13 2
2 4 18 35 41 2
Grade 8
3 6 25 45 21 2
4 9 39 30 20 2

*B=blank and NS=non-scoreable
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Table 8-6 shows exact and adjacent agreement rates of raters on the core open-ended responses
for the science items in the 2013 PSSA. All student responses were read once, and ten percent of
responses were read a second time. The data collected from this 10 percent double read was used
to calculate the exact and adjacent agreement rates.

Table 8-6. Inter-rater Agreement for 2013 PSSA
Science Grades 4 and 8
Open-Ended Response Items and Validity

0 0
Soence | Commen | %0 Bxact | 96 AdjaEmnt | i | Vaiciy
Agreement Agreement
1 80 18 98 85
2 88 12 100 92
Grade4 3 88 12 100 95
4 97 3 100 99
5 81 18 99 91
1 92 8 100 97
2 83 17 100 93
Grade8 3 86 14 100 96
4 93 100 98
5 94 6 100 97
Note. 02 possible score points
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Table 8-7 shows the distribution of scores for the science items. All science items are scored
with a 0-2 score point range for reporting purposes.

Table 8-7. Percentages Awarded for Each Possible Scor e Point

2013 PSSA Science Grades4 and 8

Science Common Item | %0 %1 %2 | %B/NS*
1 34 27 38 1
2 34 41 23 1

Grade4 3 26 27 45 2
4 24 37 37 1
5 17 39 43 1
1 25 56 18 2
2 13 64 19 3

Grade8 3 32 36 29 4
4 14 19 65 2
5 22 35 40 3

*B=blank and NS=non-scoreable
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Table 8-8 shows exact and adjacent agreement rates of raters on the core open-ended responses
for the writing items in the 2013 PSSA.. All student responses were read once, and ten percent of
responses were read a second time. The data collected from this ten percent double read was
used to calculate the exact and adjacent agreement rates.

Table 8-8. Inter-rater Agreement for 2013 PSSA
Writing Grades5 and 8
Open-Ended Response Itemsand Validity

Writing Composition % Agreement Revising and Editing % Agreement
Grade | Prompt | Exact | Adjacent f(;}zc;ta:t Exact | Adjacent AE(;}ZCc;[e;t

1 86 14 100 82 18 100
5 2 84 16 100 84 16 100
1 validity 84 16 100 81 19 100
2 Validity 78 22 100 78 22 100
1 80 20 100 78 22 100
8 2 82 18 100 80 20 100
1 vdlidity 78 21 99 76 23 99

2 Validity 85 15 100 85 15 100

Note. 1-4 possible score points

Table 8-9 shows the distribution of scores for the writing items. All prompts are scored with a
1-4 score point range for both Composition and for Revising and Editing.

Table 8-9. Percentages Awarded for Each Possible Scor e Point
2013 PSSA Writing Grades5 and 8

Writing Composition Revising and Editing
Grade | Prompt | %1 | %2 | %3 | %4 | %NS | %1 | %2 | %3 | %4 | %NY
NT* NT*
1 3 34 | 54 8 1 5 36 52 7 1
> 2 5 44 | 45 4 2 5 44 45 4 1
1 4 33 | 56 7 1 4 34 54 6 1
8 2 5 35 | 51 7 1 6 36 50 7 1

* NS=non-scoreable and NT=not taken
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Chapter Nine: Description of Data Sources and Sampling Adequacy

This chapter describes the data sources (e.g., n-counts, characteristics of students) used for the
various analysis procedures discussed in the remaining chapters of this technical report.
Psychometric analyses are conducted at several points for the PSSA: 1) early analyses for quality
control purposes; 2) analyses associated with the calibration, scaling, and linking processes,
3) analyses used for item banking; and 4) analyses for the technical report. Detailed information
regarding the attributes of students used for Adequate Yearly Progress (AYP) reporting is
provided in Chapter Ten.

PRIMARY STUDENT FILTERING CRITERIA

For many data files, the primary means of filtering students for inclusion/exclusion from any
data analysis are based on the state reporting criteria which are outlined below. Within the state
reporting rules are separate attempt criteria for individual subject areas. The attempt criteria are
discussed more fully below.

State Reporting Criteria
The state reporting criteria are as follows:
* The student must be enrolled for the full academic year.
e The student must be attributed to a public district/school (state).

* The student must receive a score (i.e., met the subject attempt |ogic—see additional
information below).

* Thestudent is not a home school student.
* The student is not aforeign exchange student.
* Thestudent isnot afirst year ELL student (mathematics/reading only).

PSSA Attempt Criteria

For all data sources, only students who meet the attempt criteria are included. For mathematics,
reading, and science, the attempt criteria required students to complete a minimum of five items
(multiple-choice (MC) or open-ended (OE)) in each respective subject area section of the test
booklets. Science counts were based on operational items only, while mathematics and reading
counts were based on operational and nonoperational items. For writing, a student must complete
at least five MC items and respond to both operational writing prompts.
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KEY VALIDATION DATA

These data are only mentioned for the sake of completeness, as no formal results from these data
are provided in this technical document. An analysis on all operational MC items is conducted
early in the scoring process to ensure that the items are performing as expected. This is an
important quality check that is always done for the PSSA. This analysis is usually (but not
always) done using all students from early-return schools. The sample does not need to be
representative of the entire state for these quality checks. Available student data typically
suffices aslong as there is reasonable variability in the total test scores of students.

For 2013 this data included al public school students who 1) had their MC items scanned and
scored by April 26 (mathematics/reading), April 5 (writing), or May 10 (science) and 2) met
preliminary attempt criteria (i.e., attempt was determined based on MC items only). Note that the
full state reporting criteria were not in effect for this file (only attribution to a public school
based on tested site and preliminary attempt criteriawere used to filter students).

CALIBRATION DATA

Calibration data included students who met the preliminary state reporting criteria (including
attempt criteria) by May 13. The state reporting criteria were preliminary, meaning that
attributions and fina PIMS’ information were not complete by this time. No sampling was
undertaken in this data (i.e., it included all students who met the above criteria with operational
test scores up to this point®). This data file was used to provide impact results to the Technical
Advisory Committee (TAC) during the linking review process.

I TEM BANK DATA

The item bank data included students who met the state reporting criteria by July 9. No sampling
was undertaken in this data (i.e., it included all students who met the above criteria with scored
field test data up to this point). The data banked for field test items were based on this datafile.

FINAL DATA

Thisfile included all students who met state reporting criteria by August 20 for all subject areas.
The final data reflects update by schools for correction of certain fields (e.g., student ethnicity).
All other files contained preliminary data (item bank data). The majority of the results included
in thistechnical report were derived using the final datafile.

® Pennsylvania Information Management System
® Historically, PSSA has retained all students who met the stated criteria in the calibration data set, even those who
had testing accommodeations.
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FINAL N-COUNTSFOR ALL DATA SOURCES

The n-counts for al data sources are provided in Table 9-1a. The calibration count includes
students who met the preliminary state reporting criteria, while the final count includes students
who met the final state reporting criteria.” A computer-based test (CBT) was offered for all
subjects for the first time in 2013. Calibration data shows the number of students in both modes.
Cdlibration of item parameters were conducted with paper students only, however, other analyses
conducted during calibration period (see chapter 12) used both paper and CBT students. The n-
counts of item bank data show only the number of students who took paper test, because values
for item banking (e.g. CTT statistics) were obtained with paper students. However, the n-counts
of paper students and total are not very different because the proportions of CBT students were

small (see Table 9-1b).

Table 9-1a. Data Sour ce N-Counts

Key . . Item .
Subject Grade Validation (gangr/actg)% Bank P Férn/%IBT)
(Paper/CBT) " &P (Paper) ¥
3 62627 126415 126454 126734
4 51654 126162 126311 126550
M athematics 5 44690 125331 125346 125790
6 46044 128702 128528 129366
7 47427 130952 130652 131842
8 52677 129693 129460 131143
3 62555 126377 126408 126685
4 51486 126113 126253 126491
Readin 5 44563 125274 125284 125727
9 6 45790 128660 128469 129305
7 47255 130883 130577 131767
8 52443 129584 129328 131006
Seience 4 60750 126352 125724 126729
8 52533 129217 127878 130637
Writin 5 87891 123637 123608 124041
9 8 83251 128560 127854 129823

" For this reason, the final count may be smaller than the calibration count in any given year.

2013 PSSA Technical Report

Page 99



Chapter Nine: Description of Data Sources and Sampling Adequacy

COMPUTER-BASED TEST

Table 9-1b displays the count of students who took the 2013 PSSAs broken out by content,
grade, and mode with the final data. In al grades, less than one percent of students were enrolled
to take the PSSAs CBT in the spring, except grade 8. Lower grades had fewer students who took
CBT and grade 8 had highest CBT proportion of studentsin all subjects. Slightly over 1 percent
of grade 8 studentstook CBT with mathematics, reading, and writing, and slightly over 2 percent
of grade 8 students took science CBT.

Table 9-1b. Final N-Counts and Proportion by Mode

- i 0,

Subject Grade N-Counts Proportion (%)

Paper CBT Paper CBT

3 126456 278 99.78 0.22

4 126311 239 99.81 0.19

M athematics 5 125347 443 99.65 0.35

6 128535 831 99.36 0.64

7 130658 1184 99.10 0.90

8 129466 1677 98.72 1.28

3 126409 276 99.78 0.22

4 126253 238 99.81 0.19

. 5 125285 442 99.65 0.35
Reading

6 128476 829 99.36 0.64

7 130583 1184 99.10 0.90

8 129334 1672 98.72 1.28

Seience 4 125723 1006 99.21 0.79

8 127878 2759 97.89 2.11

- 5 123610 431 99.65 0.35
Writing

8 127861 1962 98.49 151

SPIRALING OF FORMSFOR WRITING

PSSA forms were scrambled and spiraled for all grades and subjects, except writing. For writing,
no scrambling was done, but during the PSSA administration, test forms were spiraled within
classrooms for grade 8. With grade 5 Writing, there was only one form and thus no spiraling was
done (see Appendix | for summary statistics). With grade 8 writing, al students were
administered the same set of operational items but different field test items. The goal of spiraling
is to achieve randomly equivalent samples of students across forms. When spiraling achieves
randomly equivalent samples, the forms will have equal standard deviations and means (within
sampling error) over the operational items.

Appendix | provides summary statistics for all test forms for each grade and subject area test.
The tables provide the form number (Form), the number of students (N), test length in items (L),
total points (Pts.), the minimum (Min) score, the maximum (Max) score, the mean (Mean) score,
the median score (Med), and the standard deviation (SD). The extent to which the mean raw
scores across forms are similar, indicating the extent to which the student populations taking
each form are of approximately equal ability and item scrambling are appropriate. This
equivalence of ability distributions across forms is the desired outcome of spiraling and allows
for optimum analysis of the embedded field test items.
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In Figure 9-1, the form means are plotted (blue circle) with three standard error (SE) lines. N-
counts for each form (including both paper and CBT) are shown with red triangle with the axis
on right. Forms 1, 2, 3 have dightly larger sample size than forms 4, 5, and 6 due to CBT
offering. For each form, the standard error was computed by taking the standard deviation of
each form. The state grand mean score across all forms is indicated by the horizontal line. If a
form’s standard error band captures the horizontal line, then that suggests only random
differences exist between the form mean and the population mean. Thiswastruein al forms.

Figure 9-1. Form Mean Scoreswith +/- One Standard Error (SE) Bands
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SCRAMBLING OF FORMS

In response to test security issues raised in prior PSSA Administrations, multiple scrambled
versions of the 2013 operational form were constructed for each mathematics, reading, and
science assessment. The core form was constructed following the past test construction and
equating guidelines and will be referred to as the Master Core throughout the remainder of this
document. Based on previous TAC recommendation, the Master Core is the pattern of the test
that would have been administered to all students in the absence of scrambling. More
importantly, the data obtained from administration of Master Core were used for operational MC
item calibration for the 2013 PSSA.

Once the Master Core was constructed and approved, DRC and PDE content specialists built
seven scrambled patterns of the Master Core for each content and grade. OE items were not
scrambled so each OE item appeared in the same position on every form. Some MC items also
appear in the same position on multiple forms due to content constraints. In some content areas
and grades the number of field-test forms was greater than the number of scrambled patterns. In
these instances the Master Core and scrambled patterns were repeated with no specific pattern
appearing more than three times. Due to the limited enrollment for the PSSA CBT, only three
forms were offered. These forms included the accommodation form, a Master Core form, and
one additional scrambled form (or forms 1, 2, and 3, respectively), therefore these forms have
dlightly higher participation than other forms.

When the Master Core was built, the linking position rules were observed for al core-linking and
equating-block items. The Master Core was used at least as often, or more often, than any
scrambled version of the core form. Since form 1 was used for all accommodated forms (e.g.,
Braille, Large Print, Audio, and Spanish) it was never designated as a Master Core. The specific
forms presenting the Master Core vary across grades within each content area. For example, the
Master Core for mathematics grade 4 is repeated on forms 2, 10, and 12 while the Master Core
for grade 5 is repeated on forms 2, 6, and 15. Given that all forms were spiraled at the student
level, the distribution of forms is reasonably uniform. The exception is form 1 which had higher
participation due to the fact that it is the only form used for accommodations.

Based on TAC recommendations to minimize possible item position effects, each section of the
Master Core was divided into blocks of non-overlapping MC items. (Recall that the OE items
were not part of the scrambling) The blocks generally contained six to seven MC items (or one
passage), but the block sizes varied depending on the content and test session. Within each block,
MC items were scrambled following general psychometric and content guidelines to create up to
five versions of the block in addition to the Master Core sequencing. The blocks were assembled
to create seven scrambled patterns of the Master Core. Table 9-2 shows the mathematics grade 5
scrambled form structure. The core was divided into nine blocks (labeled “1"—*9") and each
block was scrambled in five different permutations (labeled “A”—E"). So, for example, form B
was constructed with scrambled version A for al nine blocks. Seven scrambled patterns (labeled
“A”—"H” in the “Pattern.” column) of the Master Core were used in addition to the Master Core
across the twenty field-test forms. The Master Core was used on forms 2, 6, and 15.
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Table 9-2. Mathematics Grade 5 Scrambling

Block
Form 1 2 3 4 5 6 7 8 9 Pattern
1 A A A A A A A A A B
Master | Master | Master | Master | Master | Master | Master | Master | Master
2 Core | Core Core Core Core Core Core Core Core A
3 C C C C C C C C C C
4 A A A A A A A A A B
5 E E E E E E E E E E
Master | Master | Master | Master | Master | Master | Master | Master | Master
6 Core Core Core Core Core Core Core Core Core A
7 B B B B B B B B B F
8 D D D D D D D D D D
9 C C C C C C C C C C
10 A A A A A A A A A B
11 D D D D D D D D D D
12 B B B B B B B B B F
13 A B C D A B C D A G
14 D C B A D C B A D H
Master | Master | Master | Master | Master | Master | Master | Master | Master
15 Core Core Core Core Core Core Core Core Core A
16 E E E E E E E E E E
17 A B C D A B C D A G
18 D C B A D C B A D H
19 D D D D D D D D D D
20 C C C C C C C C C C

Prior to scrambling the Master Core, DRC and PDE content specialists developed the following
general psychometric and content guidelines:

¢ |tems cannot move between blocks.

* DRC and PDE content specialists will work to ensure that the scrambling does not
result in making content more difficult than the Master Core item sequence. For
example, items of similar cognitive complexity will be swapped rather than random
scrambling.

* A Dblock scrambled pattern is only valid if it does not contain an invalid key
distribution within the block. Additional checks for an invalid key distribution across
blocks must be made when combining block scrambled patterns to create forms. For
example, scrambling must not create more than three (3) of the same key positionsin
arow.
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A block scrambled pattern is only valid if it does not contain an invalid standard
(AA/EC) distribution within a block. Additional checks for standard distribution
across blocks must be made when combining block scrambled patterns to create
forms. An exception was made for one mathematics scramble for each grade which
ordered items within block by eligible content per PDE request.

* Scrambling should not place a difficult item as the first item in a section. The first
item in ablock that does NOT begin a section may be a difficult item since blocks are
invisible to the student.

* For passage-based items, a block scrambled pattern is only valid if it does not create
dissonance between the items and passage(s).

* Scrambling should not place a difficult item as the first item in a passage set.

* Within a set of items connected to a paired set of passages, an item associated with
both passages can be swapped only with another item associated with both passages.
(These items must remain at the end of the set of items associated with the passage
set.)

Table 9-3 shows a summary of the scrambling strategy employed for the 2013 PSSAs. Each
content and grade used a total of eight different patterns of the core including the Master Core.
Recall that mathematics and reading grades 3-5 have started transitioning to the PA Common
Core (PACC) and, thus, were required to field test more forms. Also note that no scrambling was
implemented for the writing assessment.

Table 9-3. Form Scrambling

Total M aster
Content Grade Forms Patterns Cores

20
20
20
9
9
9
20
20
20
9
9
9
12
12

w
w

M athematics

Reading

Science

0 A0 N O O A WO N O O b
O O (00 00O 00 0O 0O O |0 0O 00 00 00 0o
N DN NN W W WINDNDNDNWW
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An important assumption for effectively collapsing forms into pattern groups is that the form
spiraling yielded randomly equivalent groups. Figure 9-2 displays the raw score mean, a three
standard error band, and the scrambled pattern for each form. The standard error bands we have
plotted here are equivalent to approximately 99% confidence interval for the form means. Notice
that the error bands for all forms overlapped the overall mean (the red line). This tells us that the
form means were not statistically different from the overall mean regardliess of the type of
scrambling. Please note that form 1 is used for al accommodated administrations and as such
appears different from the remaining forms in these plots. However, if accommodated
administrations are excluded, the mean raw score performance on this form is not statistically
different from the overall mean.

Figure 9-2. Form Mean Scoreswith +/- Three Standard Error (SE) Bands
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Table 94 shows the number of students who took each form pattern and Table 9-5 gives the
form to scrambled pattern conversion. (Recall that pattern A isthe Master Core version.)

Table 94. Form Pattern Counts

Pattern
Content Grade
B C D E F G H
3 10048 19320 18899 18957 12641 12622 12676 12571
4 18953 19208 18856 18887 12643 12500 12688 12635
Mathematics 5 18842 19277 18886 18785 12470 12474 12504 12552
6 28765 14924 14509 14206 14248 14293 14270 14151
7 20303 15235 14904 14450 14496 14488 14474 14483
8 20226 15333 14887 14337 14352 14342 14310 14356
3 10040 19237 18913 18953 12651 12631 12672 12588
4 18060 19284 18843 18877 12631 12583 12686 12627
Reading 5 18843 19261 18860 18768 12458 12473 12506 12549
6 28762 14906 14502 14200 14234 14292 14263 14146
7 20201 15221 14888 14463 14480 14475 14469 14480
8 20000 15308 14874 14320 14348 14324 14291 14341
_ 4 21217 11214 21175 20021 20863 10463 10441 10435
Science 8 22119 12031 11506 21279 21252 10626 21241 10583

Note: Final data was used
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Table 9-5. Form to Pattern Conversion Table

Form
Contet Grade 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20
3 B ADCTET BTCTEAMH HTCTGHTETDEFE G B A D
4 B A GFDC CETFHBA ATUDA ATGTCBDH E H C
5 B ACBTEATFDT CH BD F G HAZE G H D C
Mathematics ¢ 5 A ¢ D E F G A H
7 B A CDTETFA G H
8 B A CDTETFGHA
3 B ADCET BTCTFAMH HTCGHTETDF G B A D
4 B A GFDC CETFHBUA ATUDA ATGTCBDH E H C
_ 5 B ACBTEATFUDTG CHBUD F GHAEGH D C
Readng s B A Cc D EF G A H
7 B A CDTETFA G H
8 B A CDTETFGHA
. 4 B ACDETFGHATC D E
Scence g B A CDETFAGTDE G H

SCRAMBLING ANALYSIS
Form Level

The test-level and item-level effects of scrambling are presented in the following section.
Table 9-6 shows the mean raw score difference from the Master Core for each scrambled pattern
(i.e., the scrambled pattern mean minus the Master Core mean). The Master Core is labeled as
scrambled pattern A. The highlighted mean differences are statistically significant at a family-
wise Type | error rate (alpha) of 0.01 with a two-sample t-test. For example, with grade 3 math,
seven two sample t-tests are conducted (Master Core vs. B, C, D, E, F, G, and H) and each test
had Type | error rate (alpha) of 0.001428571 to keep the family-wise Type | error rate equal to
0.01. Form 1 was excluded from these analyses since the accommodations tend to lower average
performance. This means that there are no pattern B results for mathematics and reading grades
68 and science because pattern B was only used once in these contents and grades and form 1
followed pattern B. Table 9-6 shows that O of 39, 1 of 39, and O of 12 scrambled pattern raw
score means showed a significant difference from the Master Core in mathematics, reading, and
science, respectively. Although there are some content grades showing a constant direction of
performance differences of the scrambled patterns from the Master Core, there does not appear
to be ageneral pattern by either content or grade.
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Table 9-6. Mean Raw Scor e Differences From the Master Core

Scrambled Pattern
Content Grade B C D E F G H

3 0.03 -0.04 0.05 0.14 0.11 0.42 0.30

4 0.47 0.20 0.00 0.07 0.05 -0.10 0.16

M athematics 5 -005 -0.16 -0.17 0.06 0.04 0.16 -0.17

6 -0.22 -024 -018 -0.28 0.00 -0.12

7 -0.07r -0.09 -0.16 0.16 -0.02 0.24

8 -0.22 0.15 0.02 -0.08 0.08 0.45

3 -004 -0.07 -0.03 -0.20 0.01 0.19 0.22

4 0.06 -0.05 -0.03 0.13 -0.06 -0.29 -0.16

. 5 -0.05 -0.01 0.14 0.24 -0.01 0.30 0.06
Reading

6 -0.12 -0.05 -0.24 0.04 0.12 0.07

7 -0.31 -0.07 0.17 -001 -0.15 -0.09

8 -0.29 0.15 -0.08 0.15 -0.07 0.51

. 4 0.00 -0.09 0.04 -0.03 -0.23 0.13
Science

8 0.00 0.15 0.21 0.03 0.06 -0.04

Note: Final data is used and the highlighted cell indicates the scrambled pattern is statistically significantly
different from the Master Core form at family-wise o = 0.01 for each subject and grade combination.

|tem Level

The item p-values are tested for independence using the chi-square test. For example, Table 97,
a chi-square test for the 2 by 2 table is conducted for comparison of the Master Core form and
scrambled pattern B for the first item in grade 3 mathematics. The chi-square test was chosen
because the item scores are discrete and we are interested in comparing proportions. The null
hypothesis here is that students are equally likely to answer the item correct regardless of the
form: Master Core or scrambled pattern B. The alternative hypothesis is that students are not
equally likely to answer the item correct in the Master Core and form B.

Table 9-7. Example of a Contingency Tablefor Grade 3 Mathematicsfor Item 1

Scrambled pattern
Mater Core B
1057 1534
Item score
17991 11114

Table 9-8 shows the item p-value difference from the Master Core (Master Core mean minus
scrambled pattern mean). The cells where statistically significant differences are observed have
been highlighted. Asin the t-test for form level, the Type | error rate is controlled by Bonferroni
correction to keep family-wise apha equal to 0.01. That is, for grade 3 mathematics, each
comparison has alpha equal to 0.01 divided by 60 items and divided by 7 scrambled patterns.
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The results are similar for all grades and subjects. At the item level, many comparisons between
the Master Core and the scrambled patterns are statistically significant; however, overall
differences are very close to zero. There are item-level differences and some are statistically
significant, but overall, the effects of item-level differences cancel out at the form level. At most,
the average item p-value differences at form level are 0.01, which is observed with grades 3, 4,
and 8 mathematics and grades 4, 5, 6, 7, and 8 reading, where only one form had 0.01 (or -0.01)
difference from the Master Core.
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Table 9-8. Item P-Value Differences From the Master Core

Mathematics Grade 3

Sesson  Item B C D E F G H
1 1 0.00 0.00 0.00 0.00 0.00 0.00 0.00
1 2 -0.01 -0.01 0.00 0.00 0.00 0.00 0.00
1 3 0.01 0.01 0.00 0.01 0.01 0.01 0.01
1 4 -0.02 -0.02 -0.02 -0.02 -0.01 -0.02 -0.02
1 5 0.01 0.00 -0.01 0.01 0.00 0.02 0.02
1 6 0.00 0.00 0.00 0.00 0.00 0.00 0.00
1 7 0.01 0.00 0.01 0.00 0.01 0.01 0.01
1 8 0.00 0.00 0.00 -0.01 0.00 0.00 0.00
1 9 -0.01 -0.01 0.01 -0.01 0.00 0.00 0.00
1 10 0.00 0.00 0.01 -0.01 0.00 0.00 0.01
1 11 0.01 0.00 0.00 0.01 0.01 0.01 0.02
1 12 0.01 0.01 0.01 0.02 0.02 0.03 0.01
1 13 0.00 0.00 0.00 0.00 0.00 0.00 0.01
1 14 0.00 0.00 0.00 0.01 0.01 0.02 0.00
1 15 0.00 0.00 0.00 0.01 0.00 0.01 0.01
1 16 0.00 -0.01 0.00 -0.01 -0.01 0.00 0.00
1 17 0.00 0.00 0.00 -0.01 0.00 0.01 0.00
1 18 -0.01 0.01 0.00 0.00 0.01 0.01 0.00
1 19 0.00 -0.01 0.00 -0.01 0.00 0.00 0.00
1 20 -0.02 -0.01 -0.01 -0.01 -0.01 0.00 -0.02
1 21 0.00 0.01 0.00 0.01 0.00 0.00 0.00
1 22 -0.01 0.00 0.00 0.00 0.00 0.01 0.00
1 23 -0.02 -0.02 0.00 -0.01 0.00 0.01 -0.02
1 24 0.00 0.00 0.00 0.00 0.00 0.00 0.01
3 25 0.00 0.00 0.01 0.01 0.01 0.01 0.01
3 26 -0.01 003  -001  -002 -0.02 002  -001
3 27 0.02 0.02 0.03 0.02 0.02 0.03 0.03
3 28 -0.01 0.00 0.00 -0.02 0.00 0.00 0.00
3 29 -0.02 -0.01 0.00 0.01 0.00 -0.01 0.00
3 30 0.01 0.01 0.00 0.01 0.00 0.01 0.01
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M athematics Grade 3 continued

Session [tem B C D E F G H
3 31 0.01 0.01 0.01 0.00 0.01 0.01 0.01
3 32 0.01 0.01 0.01 0.01 0.00 0.01 0.01
3 33 -0.01 -0.03 -0.03 -0.01 -0.03 -0.01 -0.02
3 34 -0.01 -0.01 0.01 -0.01 0.00 0.00 0.00
3 35 0.00 0.01 -0.01 0.00 0.00 0.00 0.00
3 36 0.01 0.00 0.00 0.01 0.01 0.01 0.01
5 37 0.00 0.01 0.01 0.00 0.00 0.01 0.01
5 38 0.01 0.01 0.00 0.00 0.01 0.01 0.01
5 39 0.00 -0.01 0.00 0.00 0.01 0.01 0.00
5 40 -0.01 0.00 -0.01 0.00 -0.01 -0.01 0.02
5 41 0.00 -0.01 0.00 0.00 0.00 0.00 -0.01
5 42 0.00 -0.01 -0.01 0.01 0.01 0.01 0.00
5 43 0.02 0.02 0.01 0.01 0.01 0.02 0.03
5 44 0.00 0.00 0.01 0.00 0.00 0.01 0.00
5 45 0.01 0.00 -0.01 0.00 0.01 0.00 0.02
5 46 0.01 0.00 -0.01 0.00 0.00 0.00 0.00
5 47 0.00 0.01 -0.01 0.00 0.00 0.01 0.00
5 48 0.01 0.01 0.01 0.01 0.01 0.02 0.01
5 49 0.00 0.01 0.01 0.01 -0.01 0.02 0.00
5 50 0.01 0.01 0.00 0.01 0.00 0.00 0.01
5 51 0.00 0.00 0.00 0.00 0.00 0.01 0.00
5 52 0.02 0.02 0.01 0.03 0.02 0.04 0.01
5 53 0.00 0.00 0.00 0.01 0.01 0.01 0.01
5 54 -0.01 -0.01 0.00 0.00 0.00 0.00 0.00
5 55 -0.01 -0.01 -0.01 0.00 0.00 0.00 -0.01
5 56 -0.02 -0.01 002  -002 -002 0.00 -0.01
5 57 0.01 0.01 0.01 0.01 0.00 0.02 0.01
5 58 -0.01 -0.01 0.01 0.00 0.00 -0.01 0.01
5 59 0.00 0.00 0.00 0.00 0.00 0.00 -0.01
5 60 0.00 -0.01 0.00 0.00 0.01 0.01 0.00

Mean 0.00 0.00 0.00 0.00 0.00 0.01 0.00
Note: Final data was used.
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M athematics Grade 4

Session Item B C D E F G H
1 1 0.00 0.00 -0.01 0.00 0.00 0.00 0.00
1 2 0.01 0.02 0.02 0.02 0.03 0.02 0.00
1 3 0.00 0.00 0.01 -0.01 0.00 -0.01 0.01
1 4 0.00 -0.01 0.02 -0.02 -0.02 -0.02 0.04
1 5 0.01 0.00 0.00 0.01 0.00 0.00 0.00
1 6 0.01 0.01 0.00 0.01 0.00 0.01 0.00
1 7 0.01 0.00 0.00 0.01 0.00 -0.01 0.00
1 8 0.01 0.01 0.00 0.01 0.01 0.00 0.01
1 9 0.00 0.01 0.00 0.00 0.02 0.00 0.02
1 10 0.01 0.00 0.00 0.00 0.00 0.00 0.00
1 11 0.01 0.00 0.00 -0.01 0.00 0.00 -0.02
1 12 0.00 -0.01 -0.02 -0.01 -0.01 0.01 -0.01
1 13 0.00 -0.03 -0.01 -0.03 -0.03 0.00 -0.01
1 14 0.02 0.02 0.01 0.01 0.01 0.01 0.00
1 15 0.00 0.01 -0.01 0.00 0.00 -0.01 0.00
1 16 -0.01 -0.01 -0.01 0.00 -0.01 -0.01 0.00
1 17 0.02 0.02 0.03 0.02 0.01 0.01 0.02
1 18 0.01 0.01 0.00 -0.02 -0.01 -0.03 -0.01
1 19 0.00 0.00 -0.01 0.00 0.00 0.00 0.00
1 20 0.02 0.02 0.01 -0.01 0.01 -0.01 -0.01
1 21 0.01 0.00 0.00 0.00 0.00 0.00 -0.01
1 22 -0.01 -0.01 0.00 0.01 0.01 0.00 0.01
1 23 0.01 0.01 0.00 0.00 0.01 0.00 0.01
3 24 0.04 -0.07 -0.04 -0.11 -0.07 -0.10 -0.03
3 25 0.01 0.00 -0.01 0.00 0.00 0.00 -0.01
3 26 -0.02 0.00 0.02 0.01 -0.01 0.00 0.00
3 27 0.00 0.00 -0.01 -0.01 0.01 0.00 0.00
3 28 -0.01 0.02 0.01 0.01 0.01 0.00 0.01
3 29 0.01 -0.01 0.00 0.00 -0.02 0.00 0.00
3 30 0.01 0.02 0.02 -0.01 0.01 0.00 -0.01
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M athematics Grade 4 continued

Session [tem B C D E F G H
3 31 0.01 -0.02 0.01 -0.01 0.00 -0.02 0.00
3 32 0.00 0.01 -0.01 0.00 0.00 0.00 0.01
3 33 0.03 0.02 0.01 0.02 0.00 0.02 0.02
3 34 0.02 0.02 0.00 0.02 0.02 0.02 0.01
3 35 0.01 0.01 -0.01 0.01 0.00 0.01 0.01
3 36 0.00 0.01 0.01 0.00 0.01 0.01 0.00
5 37 -0.01 -0.02 -0.01 -0.01 -0.01 0.00 -0.01
5 38 0.00 0.00 0.00 0.00 0.00 0.00 0.01
5 39 -0.02 -0.01 -0.02 0.06 0.01 -0.03 -0.03
5 40 0.00 -0.02 -0.01 -0.01 -0.02 0.00 -0.02
5 41 0.02 0.01 0.01 0.02 0.01 0.00 0.01
5 42 0.00 0.01 0.01 0.00 -0.01 -0.01 0.01
5 43 0.00 0.02 -0.01 -0.02 0.00 -0.02 0.00
5 44 0.02 0.01 0.00 0.01 0.01 0.00 0.01
5 45 0.00 -0.01 -0.01 -0.01 -0.01 0.00 0.00
5 46 0.06 0.02 0.01 0.02 0.01 0.01 0.02
5 47 0.00 0.01 0.01 0.01 0.00 0.00 0.00
5 48 0.01 0.01 0.01 0.00 0.03 0.00 -0.01
5 49 -0.02 -0.01 -0.02 -0.02 -0.02 -0.03 -0.01
5 50 0.02 0.01 0.00 -0.01 0.00 0.00 -0.01
5 51 0.00 0.01 0.00 0.00 -0.01 0.01 0.00
5 52 0.01 0.01 0.00 0.02 0.00 0.00 0.01
5 53 0.02 0.02 0.01 0.02 0.01 0.01 0.01
5 54 0.00 0.01 0.00 0.01 0.00 0.00 0.02
5 55 -0.01 0.00 0.01 0.00 -0.01 -0.01 0.01
5 56 0.00 -0.01 0.00 0.00 -0.01 0.00 0.00
5 57 0.01 0.01 0.01 0.01 0.01 -0.01 0.01
5 58 0.01 0.01 -0.02 0.00 0.00 0.01 0.01
5 59 0.01 0.00 0.00 0.00 0.00 -0.01 0.00
5 60 0.02 0.00 0.00 0.02 0.00 0.01 0.00

Mean 0.01 0.00 0.00 0.00 0.00 0.00 0.00
Note: Final data was used.
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M athematics Grade 5

Session Item B C D E F G H
1 1 -0.03 -0.01 -0.03 -0.01 -0.01 -0.02 -0.03
1 2 -0.02 -0.01 0.01 -0.01 -0.01 -0.01 0.00
1 3 -0.01 0.00 -0.01 0.00 0.00 -0.01 -0.01
1 4 0.00 -0.02 0.03 -0.03 -0.03 0.01 0.02
1 5 0.01 0.00 0.01 0.02 0.01 0.01 0.01
1 6 -0.01 -0.01 0.00 0.00 0.00 0.00 0.00
1 7 0.00 0.01 0.00 0.01 -0.01 0.00 0.01
1 8 0.01 -0.01 0.01 0.01 0.01 0.00 0.00
1 9 0.00 0.00 0.00 0.01 0.01 0.02 0.00
1 10 0.00 0.01 0.01 0.01 0.00 0.01 0.01
1 11 0.01 -0.06 -0.03 0.00 -0.03 -0.03 -0.05
1 12 0.00 0.00 0.00 0.01 0.01 0.01 -0.01
1 13 0.00 -0.01 0.00 0.00 -0.01 0.00 -0.02
1 14 -0.01 -0.01 0.00 0.01 0.00 0.00 0.00
1 15 -0.03 0.00 -0.03 0.00 0.01 -0.03 0.01
1 16 0.01 0.00 0.00 0.01 0.00 0.01 0.00
1 17 0.00 0.00 0.01 0.00 0.01 0.01 0.00
1 18 0.00 0.00 0.01 0.00 -0.01 0.00 0.00
1 19 -0.01 -0.01 -0.01 0.01 0.00 0.01 -0.01
1 20 -0.01 0.00 -0.01 -0.01 -0.01 0.00 -0.01
1 21 0.01 0.00 -0.01 0.00 0.01 -0.01 0.01
1 22 0.01 0.00 0.00 0.00 0.01 0.00 -0.01
1 23 0.00 0.01 0.00 0.01 0.01 0.01 0.00
3 24 -0.01 -0.01 -0.01 0.00 0.00 -0.01 -0.01
3 25 0.00 0.00 0.00 0.01 0.01 0.00 0.00
3 26 -0.01 0.00 0.00 -0.02 0.00 -0.01 0.00
3 27 0.00 0.00 0.00 0.00 -0.01 -0.01 -0.01
3 28 -0.01 0.00 -0.01 0.00 0.00 -0.01 -0.01
3 29 0.01 0.00 0.01 0.00 0.01 0.01 0.00
3 30 0.00 0.00 0.00 -0.01 0.00 0.00 -0.01
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M athematics Grade 5 continued

Session Item B C D E F G H
3 31 -0.01 -0.01 -0.01 -0.01 0.00 -0.01 0.00
3 32 0.00 -0.01 0.00 0.01 0.00 0.00 -0.02
3 33 -0.01 0.01 0.00 0.00 0.00 0.01 0.01
3 34 -0.01 -0.03 -0.03 -0.01 -0.01 -0.01 -0.03
3 35 0.01 0.00 0.00 0.00 0.00 0.01 0.01
3 36 0.01 0.01 -0.01 -0.01 0.00 0.01 0.00
5 37 0.00 0.01 0.00 -0.01 0.00 0.01 0.02
5 38 0.00 0.01 0.00 -0.01 -0.01 0.02 -0.01
5 39 -0.01 -0.01 -0.02 -0.01 -0.02 -0.01 -0.02
5 40 0.01 0.00 0.01 0.00 0.01 0.01 0.00
5 41 0.01 0.01 0.00 0.00 0.00 0.01 0.00
5 42 -0.01 -0.01 0.01 0.01 0.01 0.00 -0.01
5 43 -0.01 -0.01 -0.01 0.01 0.01 -0.01 0.00
5 44 0.00 0.00 -0.01 0.01 -0.01 0.02 0.00
5 45 0.02 0.01 0.01 0.02 0.01 0.02 0.00
5 46 0.00 0.00 -0.01 0.00 -0.01 -0.01 0.00
5 47 0.00 0.00 0.00 0.00 -0.01 0.00 -0.01
5 48 0.00 0.00 0.00 0.00 0.02 0.01 0.01
5 49 0.00 0.00 0.00 0.00 0.01 0.00 0.00
5 50 -0.01 -0.01 0.00 -0.01 -0.01 0.00 -0.01
5 51 0.00 0.00 0.01 0.00 0.00 0.00 0.00
5 52 -0.01 -0.02 -0.02 0.01 -0.01 -0.01 -0.02
5 53 0.01 0.01 0.01 0.00 0.02 0.01 0.01
5 54 0.01 0.01 0.01 0.01 0.00 0.01 0.02
5 55 -0.02 -0.01 -0.03 -0.01 -0.01 -0.03 -0.02
5 56 0.00 -0.02 0.00 -0.01 0.00 0.00 0.00
5 57 -0.01 0.02 0.00 -0.01 0.00 0.03 0.02
5 58 0.00 0.00 -0.01 -0.01 0.01 0.00 0.00
5 59 0.02 0.01 -0.01 0.01 0.00 0.01 -0.01
5 60 0.00 0.00 0.00 0.00 0.01 0.01 0.01

Mean 0.00 0.00 0.00 0.00 0.00 0.00 0.00

Note: Final data was used.
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M athematics Grade 6

Session Item B C D E F G H
1 1 0.01 -0.02 -0.01 -0.02 -0.01 -0.01
1 2 -0.01 -0.01 0.02 0.00 -0.01 0.00
1 3 0.02 -0.02 -0.01 -0.01 0.02 -0.01
1 4 -0.02 -0.02 -0.01 -0.02 -0.03 -0.01
1 5 0.00 0.00 -0.01 0.00 -0.01 -0.01
1 6 -0.01 -0.01 -0.01 -0.01 -0.01 0.01
1 7 -0.01 0.00 0.01 -0.01 0.01 0.00
1 8 0.00 0.01 0.00 0.00 0.01 0.00
1 9 0.00 0.01 0.01 0.01 0.01 0.00
1 10 0.02 0.00 -0.02 0.02 0.03 -0.01
1 11 0.00 0.00 0.00 0.00 0.01 0.01
1 12 0.00 -0.02 -0.01 -0.01 0.01 -0.03
1 13 0.00 -0.01 -0.01 0.00 0.00 -0.01
1 14 0.00 0.00 0.00 0.00 0.00 -0.01
1 15 0.00 0.01 0.00 0.01 0.00 0.00
1 16 0.00 0.00 -0.01 -0.01 0.00 -0.01
1 17 -0.01 -0.01 -0.01 -0.02 -0.01 -0.01
1 18 0.01 0.01 0.00 0.01 0.00 0.01
1 19 -0.01 0.00 0.00 -0.02 0.01 0.00
1 20 -0.01 0.00 0.00 0.00 -0.01 0.00
1 21 -0.02 0.01 0.01 -0.01 0.00 -0.02
1 22 0.00 0.00 0.00 0.00 -0.01 -0.01
1 23 0.02 0.01 0.02 0.01 0.01 0.02
3 24 -0.02 -0.01 -0.02 -0.02 -0.02 -0.02
3 25 -0.02 -0.01 -0.02 -0.02 -0.02 -0.02
3 26 -0.02 -0.01 0.00 -0.01 0.00 0.00
3 27 0.00 -0.01 0.00 0.00 0.00 0.00
3 28 0.01 0.03 0.02 0.02 0.03 0.02
3 29 0.01 0.00 0.01 0.01 0.01 0.01
3 30 0.01 0.01 0.01 0.00 0.01 -0.02
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Chapter Nine: Description of Data Sources and Sampling Adequacy

M athematics Grade 6 continued

Session [tem B C D E F G H
3 31 -0.02 -0.01 -0.01 -0.01 -0.01 -0.02
3 32 0.00 0.00 0.00 0.00 -0.01 0.00
3 33 0.00 -0.02 -0.03 -0.02 0.00 -0.02
3 34 -0.01 0.01 0.00 0.01 -0.01 0.01
3 35 0.00 -0.02 0.00 -0.01 0.01 -0.01
3 36 -0.03 -0.02 -0.02 -0.01 -0.03 -0.01
5 37 0.02 0.00 0.01 0.01 0.01 0.02
5 38 -0.01 0.00 -0.01 -0.01 0.00 -0.01
5 39 -0.01 0.01 0.01 -0.01 -0.01 -0.01
5 40 0.00 0.00 0.00 0.00 0.01 0.01
5 41 0.01 -0.02 0.01 0.02 -0.01 0.00
5 42 0.01 0.02 0.00 -0.01 0.01 0.03
5 43 -0.02 -0.05 -0.01 -0.02 -0.05 -0.03
5 44 0.00 -0.01 -0.02 -0.02 -0.01 0.01
5 45 -0.01 0.00 -0.02 0.00 -0.02 0.00
5 46 0.01 -0.01 0.00 0.00 0.01 0.00
5 47 -0.01 -0.01 0.00 -0.02 -0.02 0.01
5 48 0.00 0.00 -0.01 0.00 0.01 0.00
5 49 0.02 0.00 0.02 0.00 0.01 0.00
5 50 -0.02 -0.02 -0.02 -0.01 -0.01 -0.01
5 51 0.00 0.00 -0.01 0.00 0.01 -0.01
5 52 0.00 0.00 0.01 0.01 0.01 0.00
5 53 0.00 0.00 0.00 0.00 0.02 0.00
5 54 -0.02 -0.03 -0.02 -0.02 -0.01 0.00
5 55 -0.02 -0.01 0.00 0.02 0.02 -0.02
5 56 0.01 -0.01 -0.04 -0.03 -0.03 0.01
5 57 0.00 0.00 0.02 0.02 0.04 0.01
5 58 -0.01 0.02 0.00 0.01 0.00 0.02
5 59 0.02 0.02 0.01 0.00 0.01 0.01
5 60 0.00 -0.01 0.00 0.00 0.02 0.00

Mean 0.00 0.00 0.00 0.00 0.00 0.00
Note: Final datawas used.
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Chapter Nine: Description of Data Sources and Sampling Adequacy

M athematics Grade 7

Session Item B C D E F G H
1 1 -0.01 0.02 0.00 0.00 0.01 0.00
1 2 -0.01 -0.01 0.00 -0.02 0.00 -0.01
1 3 -0.02 0.00 -0.01 -0.01 -0.02 -0.01
1 4 0.03 0.03 0.01 0.03 0.02 0.02
1 5 0.01 -0.02 0.01 -0.02 -0.01 0.01
1 6 0.00 -0.01 -0.01 0.00 -0.01 0.01
1 7 0.02 0.01 -0.03 0.01 0.00 0.01
1 8 -0.02 -0.03 0.00 -0.01 0.00 0.00
1 9 0.00 -0.01 -0.02 0.00 -0.02 -0.01
1 10 0.00 0.00 0.01 0.00 0.00 0.01
1 11 -0.02 -0.01 -0.02 -0.02 -0.02 -0.01
1 12 0.00 -0.01 0.00 0.00 0.01 -0.01
1 13 0.00 0.00 -0.01 -0.01 -0.01 0.01
1 14 -0.02 0.00 -0.01 0.00 0.00 0.00
1 15 0.01 0.00 0.00 0.00 0.00 0.01
1 16 0.00 -0.01 0.00 0.01 0.00 0.00
1 17 0.00 0.01 0.00 0.01 0.00 0.00
1 18 -0.01 -0.01 -0.01 -0.01 -0.01 0.00
1 19 0.01 0.02 0.00 0.02 0.02 0.01
1 20 0.00 0.00 0.00 0.00 0.00 0.00
1 21 0.00 0.01 0.01 0.00 0.00 0.00
1 22 0.00 0.00 0.01 0.01 0.00 0.01
1 23 0.00 -0.01 0.00 0.00 0.01 0.02
3 24 0.02 0.01 0.00 0.01 0.02 0.02
3 25 0.00 -0.01 0.00 0.00 -0.02 -0.01
3 26 -0.02 -0.02 -0.01 -0.01 -0.03 -0.01
3 27 0.01 -0.01 0.00 0.00 -0.01 0.01
3 28 -0.01 0.01 -0.01 -0.01 0.01 0.00
3 29 0.01 -0.03 -0.01 -0.01 -0.03 0.00
3 30 0.00 0.01 0.01 0.00 0.01 0.02
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Chapter Nine: Description of Data Sources and Sampling Adequacy

M athematics Grade 7 continued

Session [tem B C D E F G H
3 31 -0.07 0.00 -0.07 0.00 -0.07 -0.07
3 32 0.01 0.00 0.00 0.01 0.01 0.00
3 33 0.00 0.00 0.00 0.01 0.00 0.01
3 34 -0.01 -0.01 0.00 0.00 -0.02 -0.01
3 35 -0.01 0.00 -0.01 0.01 -0.01 -0.03
3 36 -0.01 0.02 0.01 0.02 0.00 0.00
5 37 0.01 0.00 0.02 0.00 0.00 0.02
5 38 0.00 0.01 0.02 0.00 0.01 0.01
5 39 0.00 0.00 -0.01 0.00 0.02 -0.01
5 40 0.02 -0.01 -0.01 0.02 0.02 0.00
5 41 0.00 -0.01 0.01 0.00 -0.01 -0.01
5 42 0.01 0.01 0.01 0.01 0.00 0.01
5 43 0.02 -0.01 -0.01 0.05 0.02 0.02
5 44 0.00 -0.02 -0.02 -0.01 -0.01 0.00
5 45 -0.01 0.01 -0.02 0.00 0.02 0.06
5 46 0.01 -0.01 0.00 0.01 0.00 0.01
5 47 0.02 -0.03 0.02 0.01 -0.02 0.02
5 48 0.02 0.01 0.02 0.00 0.01 0.04
5 49 0.00 0.02 0.02 0.03 0.03 0.00
5 50 0.00 0.01 0.00 0.00 0.00 0.01
5 51 -0.04 -0.03 -0.05 -0.04 -0.03 -0.02
5 52 0.03 -0.01 0.00 -0.01 0.04 0.02
5 53 -0.01 0.02 0.01 0.03 -0.01 0.02
5 54 0.00 0.02 0.01 -0.02 0.00 -0.01
5 55 0.00 0.01 -0.01 0.01 0.04 -0.01
5 56 0.01 -0.01 -0.01 0.00 0.00 -0.02
5 57 -0.01 -0.01 0.00 0.00 0.00 0.00
5 58 -0.01 -0.02 0.01 -0.01 0.00 0.03
5 59 0.01 0.04 0.02 0.02 0.00 0.01
5 60 -0.01 0.00 0.02 0.01 0.01 0.02

Mean 0.00 0.00 0.00 0.00 0.00 0.00
Note: Final data was used.
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Chapter Nine: Description of Data Sources and Sampling Adequacy

M athematics Grade 8

Session ltem B C D E F G H
1 1 -0.01 0.01 0.01 0.00 0.00 -0.01
1 2 -0.01 0.00 -0.01 -0.01 -0.01 0.00
1 3 -0.03 0.00 -0.02 -0.04 0.00 0.00
1 4 -0.04 -0.01 -0.01 0.00 -0.01 -0.03
1 5 -0.02 -0.01 -0.01 -0.02 0.00 0.00
1 6 0.00 0.01 0.01 0.00 0.01 0.01
1 7 0.01 0.02 0.02 0.00 0.01 0.01
1 8 0.00 -0.02 -0.01 0.00 0.00 0.00
1 9 0.00 0.00 -0.01 0.01 0.00 0.00
1 10 -0.04 -0.01 -0.03 -0.03 -0.01 0.00
1 11 0.00 0.00 0.00 0.00 0.00 0.00
1 12 0.00 0.00 0.00 0.00 0.00 0.01
1 13 0.01 0.00 0.00 0.00 0.00 0.01
1 14 0.00 0.01 -0.01 0.00 0.00 0.00
1 15 0.00 -0.01 -0.01 -0.01 0.00 0.00
1 16 0.00 0.00 0.00 0.00 0.00 0.01
1 17 0.01 0.02 0.01 0.01 0.01 0.02
1 18 -0.01 0.00 -0.01 -0.01 -0.01 -0.01
1 19 0.00 0.01 0.00 0.00 -0.01 0.00
1 20 -0.02 0.00 -0.01 0.00 -0.02 0.00
1 21 -0.02 -0.01 0.00 -0.01 -0.01 -0.01
1 22 0.01 0.02 0.01 0.00 0.01 0.00
1 23 -0.01 0.01 0.04 0.00 -0.01 0.03
3 24 -0.01 0.03 -0.02 0.02 0.00 -0.01
3 25 0.00 0.01 0.02 0.01 0.00 0.03
3 26 -0.01 0.02 0.01 0.02 -0.01 0.02
3 27 0.00 0.00 -0.01 0.00 0.00 0.00
3 28 -0.01 -0.01 -0.02 -0.01 -0.01 -0.01
3 29 0.01 0.00 0.00 0.00 0.02 0.00
3 30 0.00 0.00 0.01 -0.01 0.00 0.01
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Chapter Nine: Description of Data Sources and Sampling Adequacy

M athematics Grade 8 continued

Session [tem B C D E F G H
3 31 -0.01 0.00 0.00 0.00 0.00 0.00
3 32 0.02 0.03 0.01 0.01 0.01 0.02
3 33 0.00 0.01 0.01 0.00 0.01 0.01
3 34 0.01 0.00 0.01 0.00 0.00 0.02
3 35 0.00 0.00 0.00 0.01 -0.01 0.04
3 36 -0.01 0.01 0.00 0.00 0.03 0.01
5 37 0.01 0.00 0.00 0.00 0.00 0.00
5 38 0.00 -0.01 0.00 -0.01 0.00 0.00
5 39 -0.01 0.00 -0.02 -0.03 -0.02 0.00
5 40 -0.03 -0.01 -0.01 -0.01 0.01 0.01
5 41 -0.01 -0.01 0.00 -0.02 0.00 0.00
5 42 -0.01 0.00 0.00 0.02 0.01 0.01
5 43 0.01 -0.02 0.00 0.00 0.00 0.00
5 44 0.00 0.00 0.01 0.01 0.01 0.01
5 45 0.00 0.01 0.01 -0.01 0.00 0.00
5 46 -0.02 -0.02 -0.01 -0.04 -0.02 -0.02
5 47 0.00 0.01 0.00 0.00 -0.01 0.00
5 48 -0.02 -0.03 0.01 -0.01 0.00 0.01
5 49 0.00 0.00 0.01 0.02 0.01 0.02
5 50 0.02 0.02 0.00 0.01 0.01 -0.01
5 51 0.00 0.01 0.01 0.00 0.00 0.01
5 52 -0.01 -0.01 0.00 0.00 0.01 0.01
5 53 -0.01 -0.01 0.00 -0.01 -0.01 0.00
5 54 0.00 -0.04 -0.02 -0.01 -0.02 -0.01
5 55 0.03 0.00 0.02 0.01 0.05 0.05
5 56 -0.02 -0.01 -0.01 -0.02 -0.01 0.00
5 57 -0.01 0.03 -0.02 -0.01 -0.01 -0.01
5 58 0.01 0.02 0.01 0.03 0.02 0.03
5 59 0.00 0.01 0.00 0.00 0.01 0.01
5 60 0.00 0.01 0.01 0.01 0.01 0.01

Mean 0.00 0.00 0.00 0.00 0.00 0.01
Note: Final data was used.
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Chapter Nine: Description of Data Sources and Sampling Adequacy

Reading Grade 3

Session  Passage [tem B C D E F G H
2 1 1 0.02 0.01 0.02 0.00 0.02 0.02 0.03
2 1 2 -0.03 -0.02 -0.02 0.00 -0.02 -0.02 -0.02
2 1 3 -0.01 -0.01 0.00 0.00 0.00 -0.01 0.01
2 1 4 0.00 0.00 0.01 0.00 0.00 0.01 0.01
2 1 5 0.01 -0.02 0.01 0.00 0.00 -0.03 0.02
2 1 6 0.00 0.01 0.01 0.00 0.01 0.02 0.01
2 1 7 0.03 0.06 0.03 -0.01 0.04 0.07 0.04
2 1 8 -0.01 -0.02 -0.02 0.00 0.00 -0.02 -0.01
2 2 9 -0.01 -0.06 -0.05 -0.01 -0.07 -0.04 0.00
2 2 10 0.01 -0.01 0.00 0.01 -0.02 0.00 0.01
2 2 11 -0.01 0.01 0.01 -0.01 0.01 0.01 0.01
2 2 12 -0.01 0.02 0.02 0.00 0.02 0.03 0.00
2 2 13 0.01 0.00 0.00 0.00 0.00 0.00 0.01
2 2 14 0.01 -0.01 -0.01 0.01 -0.02 0.00 0.01
2 2 15 0.00 0.02 0.01 -0.01 0.02 0.01 0.01
2 2 16 0.00 0.00 0.00 0.00 0.00 -0.01 0.01
2 2 17 0.01 0.01 0.04 0.01 0.00 0.04 0.01
2 3 18 -0.01 -0.01 -0.01 -0.02 -0.01 0.01 -0.01
2 3 19 0.01 -0.02 -0.01 -0.03 -0.01 0.00 0.02
2 3 20 -0.02 0.00 0.01 -0.01 0.01 0.01 -0.01
2 3 21 0.01 0.00 0.01 0.00 0.00 0.00 0.00
2 3 22 0.00 -0.02 0.01 -0.04 0.00 0.01 0.00
2 3 23 0.00 0.01 0.00 0.03 0.00 0.01 0.00
6 4 24 -0.03 -0.05 -0.06 -0.06 0.00 -0.03 -0.05
6 4 25 0.00 -0.01 -0.02 -0.02 0.00 0.01 0.00
6 4 26 0.01 0.00 0.02 0.00 0.01 0.02 0.00
6 4 27 0.00 -0.02 -0.02 -0.02 0.00 0.00 -0.01
6 4 28 0.00 0.03 0.02 0.03 0.00 0.01 0.02
6 4 29 -0.01 0.00 0.01 0.01 0.00 -0.01 0.00
6 4 30 0.01 0.01 -0.01 -0.01 0.01 0.01 0.01
6 4 31 0.02 0.01 0.03 0.01 0.02 0.03 0.02
6 4 32 -0.04 0.00 -0.10 -0.11 0.00 -0.03 0.00
6 5 33 -0.01 0.00 0.00 0.00 -0.01 0.00 -0.01
6 5 34 -0.01 -0.01 0.00 0.00 -0.01 0.01 0.01
6 5 35 0.00 0.01 0.01 0.00 -0.01 0.01 0.01
6 5 36 0.00 -0.01 0.00 0.00 0.00 0.01 0.00
6 5 37 -0.02 0.01 0.00 0.01 -0.02 0.00 0.00
6 5 38 0.01 0.00 0.01 0.00 0.00 0.01 0.01
6 5 39 -0.02 0.00 -0.01 0.00 -0.02 -0.02 -0.01
6 5 40 0.01 0.00 0.03 0.00 0.01 0.00 0.03

Mean 0.00 0.00 0.00 0.00 0.00 0.00 0.00

Note: Final data was used.
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Chapter Nine: Description of Data Sources and Sampling Adequacy

Reading Grade 4

Session  Passage [tem B C D E F G H
2 1 1 -0.03 0.00 -0.07 0.00 -0.03 -0.01 -0.08
2 1 2 0.00 -0.01 -0.02 0.00 0.00 -0.01 -0.02
2 1 3 0.00 0.02 0.02 0.00 -0.01 0.01 0.01
2 1 4 0.02 -0.02 -0.01 0.00 0.02 -0.04 0.00
2 1 5 -0.01 0.00 0.02 0.01 -0.01 0.00 0.01
2 1 6 -0.02 -0.03 -0.02 0.01 -0.02 -0.02 -0.02
2 1 7 0.02 0.00 0.03 0.00 0.01 0.00 0.02
2 1 8 0.00 -0.01 0.01 0.00 0.00 -0.01 0.00
2 1 9 0.04 0.04 0.01 0.00 0.04 0.04 0.02
2 2 10 0.03 0.00 0.00 0.02 0.01 0.01 0.00
2 2 11 0.02 -0.01 0.00 0.02 -0.01 -0.01 0.00
2 2 12 -0.01 0.00 0.00 0.00 0.00 0.00 0.00
2 2 13 0.01 0.01 0.03 0.00 -0.01 0.02 0.00
2 2 14 0.00 0.01 0.02 0.00 0.01 0.01 0.01
2 2 15 0.01 -0.01 0.00 0.00 -0.01 0.00 0.00
2 2 16 0.01 0.00 0.02 0.01 -0.01 0.01 0.00
2 3 17 0.01 -0.01 -0.01 -0.01 -0.01 -0.01 -0.01
2 3 18 0.02 0.01 0.00 0.01 0.00 -0.01 0.02
2 3 19 0.01 0.04 0.03 0.04 0.03 -0.01 0.01
2 3 20 0.00 -0.02 0.00 -0.02 0.00 0.00 -0.01
2 3 21 0.00 0.01 0.00 0.00 0.01 0.00 0.00
2 3 22 0.00 -0.01 -0.02 -0.02 -0.01 0.00 -0.01
2 3 23 0.00 0.02 0.02 0.02 0.02 0.00 -0.01
2 3 24 0.00 0.01 0.01 0.00 0.00 0.01 -0.01
6 4 25¢ -0.03 -0.05 0.00 0.00 0.00 -0.03 -0.05
6 4 26 -0.01 -0.01 0.00 0.00 0.00 -0.02 0.00
6 4 27 -0.02 -0.01 -0.01 -0.01 0.00 -0.02 -0.01
6 4 28 0.01 -0.01 0.01 0.02 0.00 0.00 -0.01
6 4 29 -0.02 -0.04 0.00 -0.01 0.00 -0.03 -0.04
6 4 30 -0.02 0.01 0.00 0.01 0.01 -0.03 0.01
6 4 31 0.01 0.03 0.01 0.00 0.00 -0.01 0.03
6 4 32 0.00 0.00 0.00 0.00 0.00 0.00 0.00
6 5 33 0.00 0.01 -0.03 0.00 0.00 0.01 -0.03
6 5 34 -0.01 -0.01 -0.01 0.00 -0.01 -0.01 -0.01
6 5 35 0.00 0.00 0.00 0.00 0.00 0.00 0.00
6 5 36 0.01 0.04 -0.01 0.00 0.00 0.04 0.00
6 5 37 -0.05 -0.07 -0.02 0.00 -0.05 -0.06 -0.02
6 5 38 -0.02 -0.04 0.02 0.01 -0.01 -0.05 0.02
6 5 39 0.01 0.01 0.01 0.00 0.01 0.00 0.01
6 5 40 0.00 -0.05 0.01 0.00 -0.01 -0.06 0.00

Mean 0.00 0.00 0.00 0.00 0.00 -0.01 0.00

Note: Final data was used.
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Chapter Nine: Description of Data Sources and Sampling Adequacy

Reading Grade 5

Session  Passage [tem B C D E F G H
2 1 1 0.00 0.00 0.00 0.00 0.00 0.00 0.00
2 1 2 0.00 0.00 0.00 0.00 0.00 0.00 0.00
2 1 3 -0.01 -0.01 0.01 0.00 -0.01 0.00 0.01
2 1 4 0.02 0.02 0.02 0.00 0.02 0.03 0.02
2 1 5 0.01 0.00 0.02 0.01 0.01 0.01 0.00
2 1 6 0.00 0.00 0.00 0.01 0.00 0.00 0.00
2 1 7 0.00 0.00 0.00 0.01 0.00 0.01 0.00
2 2 8 0.00 -0.01 -0.02 0.00 -0.01 -0.02 0.00
2 2 9 -0.02 -0.01 -0.04 0.00 -0.02 -0.03 0.00
2 2 10 0.00 -0.01 0.00 0.00 -0.01 0.00 0.00
2 2 11 0.00 0.00 0.00 0.01 0.00 0.00 0.00
2 2 12 -0.01 -0.01 0.00 0.00 -0.01 0.01 0.00
2 2 13 0.02 0.01 0.00 0.02 0.01 0.00 0.00
2 2 14 0.00 0.01 0.03 0.00 0.01 0.03 0.00
2 2 15 0.00 0.00 0.01 0.01 0.00 0.01 0.00
2 2 16 0.01 0.03 0.00 0.02 0.02 0.00 0.00
2 3 17 0.01 0.00 0.01 0.00 0.00 0.00 0.01
2 3 18 -0.02 -0.01 -0.02 -0.02 -0.01 0.00 -0.02
2 3 19 0.00 -0.02 0.01 -0.01 0.01 -0.01 0.01
2 3 20 -0.01 0.01 -0.01 0.02 -0.01 0.00 0.00
2 3 21 -0.01 0.02 0.06 0.03 0.05 0.00 -0.02
2 3 22 0.02 0.01 -0.01 0.02 0.00 0.00 0.02
2 3 23 -0.02 0.00 -0.01 0.01 -0.01 0.00 -0.02
2 3 24 0.00 0.02 0.02 0.03 0.01 0.00 0.00
6 4 25 0.00 -0.03 -0.03 -0.02 0.00 0.01 -0.02
6 4 26 0.03 -0.03 0.00 -0.01 0.00 0.03 -0.01
6 4 27 0.00 -0.03 -0.02 -0.01 0.00 0.01 -0.02
6 4 28 0.02 0.01 -0.02 -0.01 0.00 0.02 0.00
6 4 29 0.01 0.00 0.02 0.03 0.00 0.01 0.00
6 4 30 0.00 -0.01 0.04 0.03 0.00 0.04 0.02
6 4 31 -0.01 0.01 -0.01 -0.01 0.00 -0.01 0.01
6 4 32 0.00 0.01 0.01 0.02 0.00 0.01 0.03
6 5 33 -0.01 0.00 -0.03 0.00 -0.01 0.01 -0.03
6 5 34 -0.02 0.00 0.03 0.02 -0.01 0.02 0.04
6 5 35 -0.01 0.01 -0.01 0.00 -0.02 0.02 -0.02
6 5 36 -0.03 0.00 0.02 0.00 -0.02 0.01 0.01
6 5 37 -0.01 0.00 0.02 -0.01 -0.01 0.00 0.04
6 5 38 -0.01 0.01 -0.01 0.01 -0.01 0.02 0.00
6 5 39 -0.02 0.00 -0.01 0.00 -0.02 0.01 -0.02
6 5 40 0.00 0.00 0.01 0.01 0.00 0.01 0.01

Mean 0.00 0.00 0.00 0.00 0.00 0.01 0.00

Note: Final data was used.
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Chapter Nine: Description of Data Sources and Sampling Adequacy

Reading Grade 6

Session  Passage [tem B C D E F G H
2 1 1 -0.03 0.00 0.00 0.00 -0.03 0.00
2 1 2 0.02 0.01 0.01 0.02 0.02 0.00
2 1 3 0.05 0.03 0.00 0.06 0.05 0.03
2 1 4 0.00 -0.01 0.00 -0.02 -0.01 -0.01
2 1 5 -0.02 -0.02 0.00 -0.04 -0.01 -0.03
2 1 6 -0.01 0.01 0.00 0.00 -0.01 0.01
2 1 7 -0.01 -0.01 0.00 0.01 0.00 -0.01
2 1 8 0.00 0.02 0.01 0.01 0.00 0.02
2 2 9 -0.03 0.00 -0.03 -0.03 0.00 0.00
2 2 10 -0.01 0.00 0.02 0.00 -0.01 0.00
2 2 11 0.00 0.03 0.01 0.00 0.02 0.00
2 2 12 -0.02 0.00 -0.02 -0.02 0.00 0.00
2 2 13 -0.01 -0.01 0.00 0.00 0.00 0.00
2 2 14 0.01 0.01 -0.01 0.01 0.01 0.01
2 2 15 0.01 0.02 0.01 0.02 0.02 0.01
2 3 16 -0.08 -0.02 -0.08 -0.02 0.00 -0.01
2 3 17 0.00 0.03 0.00 0.03 0.00 0.03
2 3 18 -0.06 -0.03 -0.06 -0.03 0.00 -0.03
2 3 19 0.01 -0.04 0.02 -0.04 0.00 0.01
2 3 20 0.01 -0.01 0.00 -0.01 0.00 -0.01
2 3 21 0.01 0.01 0.00 0.02 -0.01 0.01
6 4 22 0.01 -0.01 -0.01 0.00 -0.01 0.01
6 4 23 -0.01 -0.01 -0.01 0.00 -0.02 0.00
6 4 24 0.00 0.01 0.01 0.00 0.02 0.00
6 4 25 0.00 -0.06 -0.07 0.00 -0.01 -0.01
6 4 26 -0.02 0.00 -0.01 0.01 -0.01 -0.01
6 4 27 0.00 0.00 -0.01 0.00 0.00 0.00
6 4 28 0.00 0.00 0.00 0.01 0.01 0.01
6 5 29 0.02 0.01 -0.01 0.02 0.02 0.03
6 5 30 -0.02 0.00 0.00 0.01 -0.02 0.01
6 5 31 0.02 0.00 0.00 -0.01 0.00 -0.01
6 5 32 -0.01 -0.02 0.00 0.01 -0.01 -0.02
6 5 33 0.02 0.00 0.00 0.00 0.03 0.01
6 5 34 0.00 0.00 -0.01 0.00 -0.02 -0.01
6 6 35 -0.01 -0.02 0.00 0.00 -0.02 0.00
6 6 36 0.00 0.01 0.00 -0.01 0.01 -0.01
6 6 37 -0.02 -0.01 0.01 -0.02 -0.02 0.00
6 6 38 0.02 0.01 0.00 0.03 0.02 0.00
6 6 39 -0.01 0.00 -0.02 0.00 0.00 0.01
6 6 40 0.01 0.01 -0.03 0.01 0.02 0.01

Mean 0.00 0.00 -0.01 0.00 0.00 0.00

Note: Final data was used.
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Reading Grade 7

Session Passage  Item B C D E F G H
1 1 -0.03 -0.03 0.00 0.00 -0.03 -0.03

2 1 2 -0.02 -0.01 0.00 0.00 -0.03 -0.02
2 1 3 -0.03 -0.01 0.00 -0.02 -0.04 -0.01
2 1 4 -0.03 -0.04 -0.01 -0.01 -0.03 -0.04
2 1 5 0.02 0.02 -0.01 0.00 0.03 0.02
2 1 6 0.00 0.00 0.00 0.00 0.00 0.01
2 2 7 -0.03 0.01 -0.03 -0.02 0.00 0.00
2 2 8 0.00 -0.01 0.00 0.00 -0.01 0.00
2 2 9 0.00 -0.01 0.00 0.00 -0.01 0.01
2 2 10 -0.01 0.00 -0.02 -0.01 -0.01 0.00
2 2 11 0.00 -0.01 -0.01 0.00 -0.01 0.00
2 2 12 0.03 0.04 0.01 0.03 0.03 0.01
2 2 13 -0.01 0.00 0.00 -0.01 0.00 0.00
2 2 14 -0.01 0.02 0.03 -0.01 0.03 0.00
2 3 15 0.00 -0.01 0.01 0.00 0.00 -0.01
2 3 16 -0.03 -0.01 -0.02 -0.01 0.00 0.00
2 3 17 -0.04 -0.01 -0.04 -0.01 0.00 0.01
2 3 18 0.00 0.02 0.01 0.02 0.00 0.00
2 3 19 0.02 0.02 0.02 0.03 0.00 0.01
2 3 20 0.04 0.02 0.04 0.02 0.00 0.01
6 4 21 -0.03 0.00 0.00 0.00 -0.03 -0.02
6 4 22 -0.03 -0.01 0.00 0.00 0.00 -0.01
6 4 23 -0.02 0.01 0.01 0.00 0.01 -0.01
6 4 24 0.00 0.00 0.00 0.00 0.00 0.00
6 4 25 0.02 0.00 0.00 0.00 -0.01 0.03
6 4 26 -0.02 0.01 0.01 0.01 0.02 0.00
6 5 27 -0.02 -0.03 0.00 -0.04 -0.03 -0.03
6 5 28 -0.01 -0.01 0.00 -0.01 -0.02 -0.01
6 5 29 0.01 0.00 0.00 0.02 0.00 0.01
6 5 30 -0.01 0.00 0.00 -0.01 -0.01 0.00
6 5 31 -0.02 -0.03 0.00 -0.02 -0.02 -0.04
6 5 32 0.00 -0.01 0.00 0.03 0.00 -0.01
6 6 33 -0.04 0.00 -0.02 -0.04 0.02 0.01
6 6 34 0.00 -0.01 -0.01 0.01 -0.01 -0.01
6 6 35 -0.01 0.00 -0.01 -0.01 0.01 0.01
6 6 36 0.03 0.00 0.03 0.02 0.01 -0.01
6 6 37 0.00 0.00 0.00 0.00 -0.01 0.00
6 6 38 0.02 0.00 0.06 0.01 -0.01 0.00
6 6 39 -0.06 -0.02 0.03 -0.06 -0.02 0.01
6 6 40 0.02 0.00 0.02 0.01 -0.02 -0.01
Mean -0.01 0.00 0.00 0.00 0.00 0.00

Note: Final data was used.
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Reading Grade 8

Session Passage  Item C D E F G H
1 1 -0.02 -0.01 0.00 0.00 -0.02 -0.01
2 1 2 0.00 -0.01 0.00 -0.02 0.00 0.00
2 1 3 -0.03 0.01 0.00 0.00 -0.02 0.01
2 1 4 0.04 0.05 0.01 0.04 0.04 0.05
2 1 5 -0.04 0.02 0.01 0.03 -0.04 0.02
2 1 6 -0.01 0.02 0.01 0.00 -0.01 0.02
2 1 7 0.00 0.01 0.00 0.01 0.01 0.01
2 1 8 0.01 0.12 -0.01 0.10 0.00 0.13
2 2 9 -0.01 0.00 0.00 0.00 0.00 0.00
2 2 10 -0.01 0.01 0.01 0.00 0.02 0.00
2 2 11 0.00 -0.03 -0.03 0.00 -0.03 0.00
2 2 12 0.00 0.01 0.01 0.00 0.01 0.01
2 2 13 -0.02 0.01 -0.01 -0.01 0.01 0.01
2 3 14 -0.05 -0.05 -0.05 -0.05 0.01 -0.04
2 3 15 -0.03 -0.01 -0.03 -0.01 0.00 -0.01
2 3 16 -0.01 -0.04 -0.01 -0.03 0.00 0.00
2 3 17 -0.02 -0.03 -0.01 -0.02 0.00 0.03
2 3 18 0.01 0.01 0.02 0.01 0.00 0.01
2 3 19 -0.01 0.00 -0.01 0.00 0.00 0.00
2 3 20 0.02 0.00 0.02 0.01 0.00 0.02
2 3 21 0.00 0.00 0.00 0.00 0.00 0.01
6 4 22 -0.02 -0.01 -0.01 0.00 0.00 0.00
6 4 23 0.00 0.00 -0.01 0.00 -0.01 0.01
6 4 24 0.00 0.00 0.00 0.00 -0.01 0.01
6 4 25 0.00 0.00 -0.01 0.00 0.02 0.00
6 4 26 0.01 0.01 0.01 0.00 0.01 0.02
6 4 27 0.05 0.00 0.00 0.01 0.01 0.07
6 5 28 0.00 0.02 0.00 -0.02 0.00 0.02
6 5 29 0.02 0.00 0.00 0.03 0.01 0.01
6 5 30 -0.02 0.02 0.01 0.02 -0.01 0.03
6 5 31 0.02 -0.01 0.00 0.01 0.01 0.00
6 5 32 -0.02 -0.02 -0.01 -0.03 -0.02 -0.01
6 5 33 0.01 0.01 0.00 0.01 0.01 0.01
6 6 34 -0.01 -0.01 0.00 0.01 -0.01 0.00
6 6 35 -0.01 0.00 -0.01 0.00 0.00 0.01
6 6 36 -0.01 -0.01 0.00 -0.01 -0.01 0.01
6 6 37 -0.02 -0.01 -0.02 -0.01 -0.02 0.00
6 6 38 0.00 0.01 0.01 0.00 0.01 0.00
6 6 39 -0.01 0.02 0.00 -0.01 0.00 0.00
6 6 40 -0.01 0.00 0.01 0.00 0.00 0.00
Mean 0.00 0.00 0.00 0.00 0.00 0.01

Note: Final data was used.
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Science Grade 4
Session Item B C D E F G H
1 1 -0.01 0.00 0.00 0.00 0.00 0.00
1 2 -0.01 -0.01 0.00 0.00 -0.01 0.00
1 3 -0.01 -0.01 -0.01 0.00 -0.02 0.00
1 4 -0.02 -0.02 -0.02 0.03 -0.02 0.03
1 5 0.02 0.01 0.01 0.03 0.01 0.03
1 6 0.01 0.03 0.03 0.03 0.03 0.03
1 7 0.00 -0.02 0.00 -0.04 0.01 -0.03
1 8 -0.01 -0.01 0.00 0.00 0.00 -0.01
1 9 -0.03 -0.02 0.01 -0.02 -0.02 -0.02
1 10 0.01 0.01 0.03 0.02 0.02 0.01
1 1 0.02 0.02 0.01 -0.01 0.00 0.01
1 12 -0.04 -0.02 -0.02 -0.03 -0.04 -0.04
1 13 0.02 0.04 0.02 0.04 0.03 0.04
1 14 -0.01 -0.01 0.00 0.00 0.00 -0.01
1 15 0.00 -0.03 -0.03 -0.01 -0.02 -0.01
1 16 0.03 0.04 0.03 0.02 0.01 0.04
1 17 -0.01 -0.01 -0.01 -0.01 -0.01 -0.01
1 18 -0.03 0.00 0.01 -0.01 0.00 -0.01
1 19 -0.01 -0.01 -0.01 -0.01 -0.01 -0.02
1 20 0.00 0.00 -0.01 -0.02 -0.04 0.00
1 2 0.01 0.00 0.00 0.01 0.00 0.01
1 29 0.00 0.00 0.00 -0.01 -0.01 0.00
1 23 0.00 0.00 0.00 0.00 -0.01 0.00
1 24 -0.03 -0.01 -0.03 -0.02 -0.02 -0.03
1 o5 0.02 -0.01 0.01 0.01 0.02 0.00
1 26 -0.01 0.00 -0.01 0.01 -0.01 -0.01
1 27 -0.01 0.00 0.00 -0.01 0.00 -0.01
1 28 0.00 -0.02 0.01 -0.03 0.01 0.01
1 29 -0.01 0.00 0.00 0.00 -0.01 0.01
2 30 0.00 0.01 -0.01 0.00 -0.01 0.01
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Science Grade 4 continued

Session [tem B C D E F G H
2 31 -0.02 -0.03 -0.02 -0.05 -0.02 -0.03
2 32 -0.03 0.00 -0.02 0.00 0.01 0.00
2 33 -0.01 -0.01 -0.02 -0.02 -0.02 -0.01
2 34 0.01 0.01 0.01 0.02 0.00 0.01
2 35 0.02 0.02 0.00 0.02 0.00 0.03
2 36 0.01 0.01 0.01 0.03 0.01 0.01
2 37 -0.01 -0.02 0.00 -0.02 -0.02 0.00
2 38 -0.01 -0.01 0.01 0.03 -0.01 -0.01
2 39 0.02 0.02 0.00 0.01 0.03 0.02
2 40 0.00 -0.01 0.00 -0.01 0.00 -0.01
2 41 0.00 0.01 0.01 0.01 0.00 0.01
2 42 0.02 0.01 0.00 -0.01 -0.01 0.00
2 43 -0.05 -0.03 -0.05 -0.08 -0.04 -0.04
2 44 0.02 0.03 0.00 0.00 0.03 0.01
2 45 0.00 -0.02 -0.01 -0.01 -0.02 0.01
2 46 -0.01 -0.01 0.03 0.01 0.00 0.02
2 47 0.02 0.00 0.03 0.04 0.01 0.05
2 438 -0.01 -0.01 0.00 -0.01 -0.01 0.00
2 49 0.00 0.01 -0.01 0.00 -0.01 0.02
2 50 0.02 0.02 0.01 0.02 0.00 0.01
2 51 0.00 0.01 0.00 0.00 -0.01 0.00
2 52 0.01 0.01 0.00 -0.01 -0.01 0.00
2 53 0.00 0.01 0.00 0.00 -0.01 0.00
2 54 0.00 -0.04 -0.02 -0.01 -0.02 -0.03
2 55 0.01 0.00 0.01 0.01 -0.01 0.01
2 56 -0.01 -0.01 0.00 0.00 0.00 0.01
2 57 -0.01 -0.01 0.00 0.00 0.00 0.00
2 58 0.02 0.04 0.03 0.02 0.01 0.02

Mean 0.00 0.00 0.00 0.00 0.00 0.00
Note: Final data was used.
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Science Grade 8
Session Item B C D E F G H
1 1 0.01 -0.01 0.01 -0.01 0.01 -0.01
1 2 0.00 0.00 0.00 -0.01 -0.01 -0.01
1 3 -0.01 0.01 0.00 -0.02 0.01 0.01
1 4 0.00 0.00 0.00 -0.01 -0.01 0.00
1 5 0.00 -0.01 -0.01 -0.02 -0.02 -0.02
1 6 0.03 -0.03 0.03 0.01 -0.02 -0.02
1 7 -0.01 -0.03 0.00 0.02 -0.01 -0.02
1 8 0.00 0.03 0.02 0.00 0.00 0.02
1 9 -0.01 0.00 -0.01 -0.02 -0.01 -0.01
1 10 0.02 0.02 0.02 0.04 0.03 0.04
1 11 -0.01 0.01 0.00 0.00 0.01 0.00
1 12 0.01 0.01 0.02 0.02 0.02 0.01
1 13 0.02 0.03 0.01 0.02 0.03 0.00
1 14 -0.01 -0.02 -0.01 -0.03 0.00 -0.03
1 15 0.01 0.01 0.01 0.02 0.01 0.02
1 16 0.03 0.00 0.02 0.00 0.02 0.02
1 17 -0.01 0.00 0.00 -0.01 -0.01 -0.01
1 18 0.00 0.01 0.01 0.00 0.00 0.01
1 19 -0.02 -0.01 -0.01 -0.01 -0.01 0.00
1 20 0.00 -0.01 0.00 -0.01 0.01 -0.01
1 21 0.01 0.00 0.00 -0.01 0.01 0.01
1 22 0.01 0.01 0.02 0.01 0.01 0.00
1 23 -0.04 0.02 -0.02 0.00 -0.01 0.01
1 24 -0.01 0.01 0.00 -0.01 0.00 0.01
1 25 0.02 0.01 0.02 0.03 0.02 0.02
1 26 0.01 0.02 0.02 0.02 0.01 0.02
1 27 -0.01 -0.04 0.01 0.01 0.01 -0.03
1 28 0.00 0.00 0.01 0.00 0.01 -0.01
1 29 0.00 0.00 0.00 0.01 0.00 0.00
1 30 0.00 0.01 0.01 0.01 0.01 0.01
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Science Grade 8 continued

Session [tem B C D E F G H
1 31 0.00 0.01 0.00 0.00 0.01 0.01
2 32 -0.01 -0.01 -0.01 -0.02 -0.01 -0.02
2 33 0.01 -0.01 0.01 -0.01 0.01 0.02
2 34 0.02 0.04 0.03 0.02 0.03 0.03
2 35 0.03 0.02 0.02 0.02 0.01 0.03
2 36 0.01 0.02 0.01 0.01 0.00 -0.01
2 37 -0.02 -0.01 0.00 -0.01 -0.01 -0.02
2 38 0.00 0.01 0.00 0.00 0.01 0.00
2 39 -0.03 -0.02 -0.02 -0.02 -0.02 -0.02
2 40 0.02 0.00 0.01 0.00 0.01 0.00
2 41 0.01 0.01 0.03 0.01 -0.01 0.00
2 42 0.01 0.01 0.01 0.01 0.01 0.02
2 43 -0.01 0.01 0.00 -0.01 -0.01 0.00
2 44 -0.01 -0.01 -0.02 0.00 -0.01 -0.01
2 45 -0.01 0.01 0.00 0.01 0.03 0.00
2 46 0.03 0.00 0.03 0.04 0.01 0.02
2 47 -0.02 -0.01 -0.03 -0.04 -0.03 -0.02
2 438 0.01 0.02 0.01 0.02 0.02 0.01
2 49 0.01 0.01 0.02 0.02 0.00 0.00
2 50 -0.02 -0.02 -0.01 0.01 -0.02 -0.01
2 51 -0.03 0.01 -0.02 -0.02 -0.01 -0.05
2 52 -0.01 0.00 -0.01 0.00 -0.02 -0.02
2 53 0.01 -0.04 -0.01 -0.04 -0.01 0.00
2 54 -0.01 -0.02 -0.01 0.00 -0.02 -0.02
2 55 -0.02 0.00 0.00 -0.01 -0.02 -0.02
2 56 -0.01 0.00 0.00 0.01 -0.02 -0.01
2 57 -0.01 0.00 -0.02 -0.01 0.01 0.00
2 58 0.00 0.01 0.00 0.00 0.00 0.00

Mean 0.00 0.00 0.00 0.00 0.00 0.00
Note: Final data was used.
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Chapter Ten: Summary Demographic, Program, and Accommodation
Data for the 2013 PSSA

ASSESSED STUDENTS

The PSSA assessed students include those from public schools who are required to participate as
well as those from a small number of non-public schools (fewer than 500 students per grade
level) that elected to participate. Also included were home-schooled students (fewer than 100 per
grade) and a small number of foreign exchange students (generaly fewer than 30 per grade
through Grade 8). An exception was granted for those IEP students with quite significant
cognitive impairments who met each of the following criteria, making them €ligible to
participate in the Pennsylvania Alternate System of Assessment (PASA) for mathematics,
reading, and science and a school-administered alternate assessment for writing: 1) was enrolled
in the assessed grade level for the subject area, 2) had a very severe cognitive disability, 3)
required very intensive instruction, 4) required very extensive adaptation and support to perform
or participate meaningfully, 5) required very substantial modification of the general education
curriculum, and 6) participated in the general education curriculum that differed markedly in
form and substance from that of other students. (See the 2012—2013 Pennsylvania System of
School Assessment: Handbook for Assessment Coordinators, p.7.)

Results for this chapter are presented in sets of tables for the four PSSA subject areas
(mathematics, reading, science, and writing). Accompanying each numbered table is a letter (M,
R, S, or W) to designate the subject area. Table set 10-1M through 10-1W provides a summary
of the assessed students for each subject. Presented on the first line is the total number of non-
blank answer documents processed by grade level for the 2013 PSSA. This number pertains to
the total number of records on the student file. The second line shows the number and percentage
of students with a PSSA score in the subject area, followed by the number and percentage not
receiving a score. The fina line shows the number of students contributing to state summary
statistics, which is especialy relevant for all tables in Appendices J, K, L, and M. (See the
section of this chapter entitled “Composition of Sample Used in Subsequent Tables’ for
additional explanation.)

Noteworthy in the 2013 assessment is the dlightly higher number of students taking the PSSA
mathematics, reading, and science relative to those taking writing. This departure from previous
years is due to the elimination of the modified assessment (PSSA-M) in mathematics, reading,
and science. Based on 2012 percentages of students assessed, the re-entry of these students into
the PSSA likely increased the numbers taking the PSSA in 2013 by approximately 3.0 to 3.4
percent depending on subject area. Since all students taking the modified assessment in prior
years had an IEP, the 2013 PSSA demographics are impacted by being approximately 0.2 to 0.3
percent more male and minority.

Another mgjor change in 2013 was the replacement of the Grade 11 PSSA with the Keystone
Exams. Please see the 2013 Keystone Exams Technical Report for details.
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Table 10-1M . Students Assessed on the 2013 PSSA: Mathematics

Table 10-1R. Students Assessed on the 2013 PSSA: Reading
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Table 10-1S. Students Assessed on the 2013 PSSA: Science

Table 10-1W. Students Assessed on the 2013 PSSA: Writing
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NON-ASSESSED STUDENTS

As may be observed from Tables 10-1M through 10-1W, not al students were assessed.
Although there are a variety of reasons for this, the major ones pertain to the following:

* Extended absence from school that continued beyond the assessment window
*  Absence without make-up for at least one section of a subject-areatest

* Failure to meet the attempt criteria on one or more subject-area test sections and no
exclusion code was marked by school personnel. For mathematics, reading, and
science, the attempt criteriarequired a minimum of five itemsto be completed in each
subject area section. For writing, the attempt criteriarequired is at least five multiple-
choice items and a response to both operational writing prompts

* ELL studentsin thefirst year in U.S. schools (reading and writing only)
* Medical emergency

* Other reasons (includes parental request due to religious reasons, students who are
court-agency placed, students with multiple reasons coded, and the category of other)

The numbers of students without test scores for these reasons are presented in Tables 10-2M
through 10-2W.

Table 102M . Counts of Students without Scor es on the 2013 PSSA: M athematics
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Table 10-2R. Counts of Studentswithout Scores on the 2013 PSSA: Reading

Table 10-2S. Counts of Students without Scor es on the 2013 PSSA: Science
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Table 10-2W. Counts of Studentswithout Scoreson the 2013 PSSA: Writing

COMPOSITION OF SAMPLE USED IN SUBSEQUENT TABLES

Students included in the following demographic analyses were those who contributed to state
summary statistics, using the final individual student data file provided to the Pennsylvania
Department of Education in late August 2013. Students not included in the present state
summary data were those who were 1) enrolled in a Pennsylvania school after October 1, 2012,
2) coded as ELL and enrolled after March 31, 2012, except for science, 3) foreign exchange
students, 4) home schooled, 5) enrolled in a non-public school, or 6) without a subject-area test
score.

Demographic data for students taking the PSSA is presented separately for each subject areain
Appendix J. Results for accommodations received were collected separately by subject area and
are presented in separate tables as well.

COLLECTION OF STUDENT DEMOGRAPHIC |NFORMATION

Data for anayses involving demographic characteristics were obtained primarily from
information supplied by school district personnel through the Pennsylvania Information
Management System (PIMS) and subsequently transmitted to DRC. Updates of attribution data
were carried out through the DRC Attribution System. Some data such as accommodation
information is marked directly on the student answer document at the time the PSSA is
administered.
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PARTICIPATION BY ADMINISTRATION M ODE

This was the first year in which online testing was available for the PSSA. As anticipated the
vast magjority of students were assessed utilizing paper/pencil tests (PPT). Overal, the percent of
students responding by CBT was approximately 0.6 percent for mathematics and reading, 1.5
percent for science and 0.9 percent for writing. There was a dlight rise in the percent of students
taking a CBT across grade levels. For mathematics and reading the percent of CBT usage went
from 0.2 percent at Grades 3 and 4, to 0.4, 0.6, 0.9 and 1.3 percent from Grades 5 through 8. For
science, CBT participation rate was 0.8 percent and 2.1 percent for grades 4 and 8, respectively.
Writing participation was 0.3 percent and 1.5 percent at Grades 5 and 8. The bottom row of the
tables presented in Appendix J presents the number of students involved in the PPT and CBT
administrations.

Demographic Characteristics

Frequency data for each category is presented in Appendix J. Percentages are based on students
with scores in a subject area, which are shown at the bottom of the appropriate table. Included
are students receiving education in anon-traditional setting, such as a court-agency placement.

Demographic Characteristics of Students Taking the 2013 PSSA can be found in Appendix J.

TEST ACCOMMODATIONS PROVIDED

School personnel supplied information regarding accommodations that a student may have
received while taking the PSSA. Accommodations are classified in terms of presentation,
response, setting, and timing to enable students to better manage disabilities that hinder their
ability to learn and respond to assessments. An accommodations manual entitled,
Accommodations Guidelines: Keystone Exams and PSSA (PDE, revised 10/31/2012), was
updated for use with the 2013 PSSA and Keystone Exams. This manual may be found on the
PDE website at www.education.state.pa.us. Click on Programs, Programs O-R, Pennsylvania
System of School Assessment (PSSA), and Testing Accommodations & Security. A glossary of
accommodation terms as applied to the Keystone Exams is provided in Table 10-3 at the end of
this chapter.

It should be noted that there are differencesin afew of the accommodations available to students
for PSSA writing versus the administration of PSSA mathematics, reading, and science, which
took place later in the spring. These differences range from very slight word changes to more
extensive rewording to several altogether new accommodations.

The frequency with which accommodations were utilized for PPT and CBT formats is
summarized separately for each subject area in Appendix K. Tabled values are based on all
students whose score contributed to state summary statistics in a given subject area. Because of
the very small number of students utilizing CBT, combined with the fact that a number of
accommodations are primarily accessed by only one of the two administration modes,
meaningful comparisons with PPT are rather limited. In the tables an NA denotes those instances
in which a particular accommodation does not apply to one of the testing modes.
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PRESENTATION ACCOMMODATIONS RECEIVED

Presentation Accommodations are those that provide alternate ways for students to access and
process printed instructional material and assessments. These include auditory, tactile, visual,
and combined auditory/visual modes of presentation. The number of presentation
accommodations provided in the 2013 PSSA varied by subject and testing mode as follows:

* PPT: mathematics and science, 11; reading, 7; and writing, 11.
* CBT: mathematics and science, 11; reading, 5; and writing, 9.

As depicted in Appendix K, the actual frequencies were quite low, generally representing less
than two-tenths of one percent of assessed students statewide. Frequencies of less than one-tenth
of one percent were observed in at least half of the instances. The most notable exceptions were
“All items/questions read aloud” and “Some items/questions read aloud” (mathematics and
science), and “Test directions read aloud” and “Writing prompts read aloud” (writing). Among
accommodations specific to CBT the use of audio was the most frequent. Although included in
the tabled data, Spanish version (mathematics and science) is not included in the counts listed
above. For CBT administration there were also two unique accommaodations.

Incidence of Presentation Accommodations Received on the 2013 PSSA can be found in
Appendix K.

RESPONSE ACCOMMODATIONS RECEIVED

Response Accommodations permit students to complete assignments, tests, and activities in
different ways to solve or organize problems using some type of assistive device or organizer.
The number of response accommodations provided on the 2013 PSSA varied by subject as
follows:

* PPT: mathematics and science, 12, reading, 9, and writing, 8.
* CBT: mathematics and science, 9, reading, 6, and writing, 5.

Summarized in Appendix K is the frequency with which these accommodations were utilized,
most of which are quite low. Frequencies of less than two-tenths of one percent of assessed
students occurred in approximately 75 percent of the instances. Frequencies of less than one-
tenth of one percent occurred in approximately 60 percent of the instances. Very few response
accommodations were coded as being utilized by students responding by CBT.

Incidence of Response Accommodations Received on the 2013 PSSA can be found in
Appendix K.

SETTING ACCOMMODATIONS RECEIVED

Setting Accommodations permit a change in location in which a student receives instruction or
participates in an assessment. There were three categories of setting accommodations for
mathematics, reading, and science, and four for writing on the 2013 PSSA. As depicted in
Appendix K, the most common accommodation across subject areas was small group setting.
This was true for PPT and CBT modes of administration. In mathematics and reading the
percentage of use for this accommodation by students using a PPT was greatest at Grade 4,
followed by gradual decreases through Grade 8. Similarly, usage of a small group setting was
greatest at the elementary level for science (Grade 4) and writing (Grade 5) with a slightly lower
percentage at Grade 8.
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Incidence of Setting Accommodations Received on the 2013 PSSA can be found in Appendix K.
TIMING ACCOMMODATIONS RECEIVED

Timing Accommodations involve a change in the allowable length of time to complete
assignments or assessments, including the way in which time is organized. There were four
categories of timing accommodations for mathematics, reading, and science, and three categories
for writing on the 2013 PSSA. As depicted in Appendix K, the most commonly used
accommodation was extended time, followed by frequent breaks. One consistent finding for
mathematics and reading was that students responding by CBT had a dlightly higher usage of
frequent breaks across all six grade levels than observed for students taking a PPT. Thiswas also
true for the two grade levels assessed for science and writing.

Incidence of Timing Accommodations Received on the 2013 PSSA can be found in Appendix K.

ACCOMMODATION RATE FOR NON-IEP AND | EP STUDENTS

A comparison between students without an IEP (non-l1EP students) and those with an I1EP (IEP
students) with regard to having received an accommodation is provided in Appendix L. In this
data, accommodated means that a student received one or more of the total number of
accommodations available for a given subject area; however, this also varies with administration
mode. The total number of available accommodations for students taking a PPT was as follows:
mathematics and science, 30; reading, 23; and writing, 26. The number of available
accommodations for students taking a CBT was as follows. mathematics and science, 26;
reading, 17; and writing, 21. The category of non-accommodated indicates that a student did not
receive any accommodation during testing.

The genera pattern of findings reveas a consistent and substantially higher percentage of IEP
students receiving an accommodation in contrast to non-l1EP students. This same pattern holds
true regardless of test administration mode and PSSA test.

Comparisons between administration modes are less clear. |EP students taking a CBT exceeded
those taking a PPT in receiving an accommodation by at least five percentage points in four
grade levels for math. In reading, the situation was reversed as accommodated |EP students
taking a PPT exceeded those taking a CBT by a margin of at least five percent in five grade
levels. No clear pattern emerged for science or writing. These results are tentative at best due to
the very small sample size for students taking a CBT.

Accommodation Rates for Non-IEP and | EP Students can be found in Appendix L.

2013 PSSA Technical Report Page 147



Chapter Ten: Summary Demographic, Program, and Accommodation Data for the 2013 PSSA

THE INCIDENCE OF ACCOMMODATIONSAND |[EP AND ELL STATUS

Asnoted in Appendix L, students with an IEP received an accommodation of some type far more
often than non-l1EP students. Certain accommodations with very low frequencies are specific to
particular disabilities while others are far more common and may also apply to students
classified as English Language Learners (ELL). Accommodations having the largest frequencies
can potentially supply the most stable data when separated out for subgroup analysis. Listed
below are the most commonly used accommodations, which were chosen for display.

* Some test items/questions read aloud (mathematics, science)

* All test items/questions read aloud (mathematics, science)

* Small group setting (mathematics, reading, science); Small group testing (writing)
* Extended time (mathematics, reading, science, writing)

* Frequent breaks (mathematics, reading, science, writing)

* Test directionsread aloud (writing)

* Test prompts recorded (writing)

* Tested in separate setting (writing)

Coding for IEP is dichotomous, as students are classified IEP and non-IEP. For purposes of this
analysis, an English Language Learner (ELL) is a student classified ELL and enrolled in a U.S.
school on or before March 31, 2012. All other assessed students, including those who have
exited an ESL/bilingual program and are in the first or second year of monitoring, are regarded
as non-ELL. Students coded as ELL and enrolled in a U.S. school after March 31, 2012, are
excluded from state summary statistics, with the exception of science, as stated earlier in this
chapter.

Customarily, a considerably larger percentage of 1EP students receive a given accommodation
than non-IEP students. Although less frequent, certain accommodations also have a high
frequency rate for ELL students. To separate out the effect of being classified IEP or ELL, four
possible combinations are presented in the tables in Appendix M. These include genera
education students who are neither IEP nor ELL, students who are IEP but non-ELL, students
who are ELL but non-1EP, and students who are both IEP and ELL. The bottom row for each
grade provides the total number of assessed studentsin each of the four classifications.

Because the combination of tabled accommodations and grades assessed differs somewhat by
subject areq, it is useful to reference the number of instances of accommodations for which the
tabled results apply. For example, mathematics has 30 possible instances resulting from five
accommodations displayed and six assessed grade levels. There are 18 instances for reading, 10
for science, and 12 for writing. The total number of instances across subjectsis 70.

For purposes of comparing the four groups in terms of whether a group displayed a larger
frequency rate than another group, a choice was made to use a difference of five or more
percentage points. In many instances, the percentage difference between groups was of little
practical significance (from zero to only several percentage points).
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Although the separate presentation of data for PPT and CBT modes provides an impression of
overal findings, the much smaller N-counts and accommodation rate by students taking a CBT
renders an administration mode comparison meaningless for two groups, namely, ELL and Non-
IEP and Both IEP and ELL. Nevertheless, it is possible to make some cautious descriptive
observations when sufficient N-counts and consistency are present. In the summary comments
regarding the tables in Appendix M the term “instances’ refers to the set of accommodations
for which data is displayed. The general findings for each of the four classifications of students
may be summarized as follows.

Group Comparisonsfor Students Taking a PPT

The genera findings for students receiving a PPT, where the volume of data is quite substantial,
showed a great deal of consistency. Among the accommodations presented in Appendix M,
frequent breaks displayed the least differentiation among the four comparison groups. Small
group testing had the largest frequency for each subject area at al assessed grades. A dominant
pattern was in the especially high number of times that the IEP/ELL group had the largest
percent of accommodations at the elementary level (grades 3-5), which then shifted as the
IEP/Non-ELL group tended to receive larger percentages of particular accommodations at the
middle school level (grades 6-8). Mgjor findings for each of the four classifications of students
are summarized below:

* Genera education students (neither IEP nor ELL) had a very low incidence of
accommodations in general and less than the other three groups in nearly all
instances. The frequency of accommodations was less than one percent in 32 of the
70 total instances and less than five percent in all but two instances.

* The IEP/non-ELL students had the largest percentage of these accommodations in 6
of the 70 instances, all occurring within Grades 6-8 (small group setting), and was
within five percentage points of the IEP/ELL group in 44 of 70 instances.

* The ELL/non-IEP students received a larger percentage of these accommodations
than the general education studentsin all 70 instances, 40 of which exceeded the five
percent margin. Furthermore, they exhibited lower percentages than IEP/non-ELL
students (63 of 70 instances) and IEP/ELL students (63 of 70 instances).

* The IEP/ELL students had the largest percentage of these accommodations in 19
instances, all but two occurring within Grades 3-5. In 44 instances it was within five
percentage points of the IEP/non-ELL student group.

CBT Comparisonswith PPT

The only groups for which comparisons between PPT and CBT administration modes were
deemed reasonable based on sample sizes were within the general education group and the
|EP/non-ELL group. The findings are summarized below.

* Genera education students at grade levels in which at least 300 students responded
by CBT included mathematics and reading (Grades 5-8), science (Grades 4 and 8),
and writing (Grades 5 and 8). As noted for PPT, CBT also displayed a very low
incidence of accommodations. Of 54 possible instances, the difference between PPT
and CBT in percent of students receiving an accommodation was within five
percentage points and most often within a percentage point or two.
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* |EP/non-ELL students at grade levels in which at least 300 students responded by
CBT included mathematics and reading (Grades 7 and 8) and science and writing
(Grade 8). Results indicated that in 17 of 27 possible instances students tested by
CBT had a greater frequency of accommodations than those responding by PPT, 15
of which were by a margin of 10 or more percentage points. In five instances, PPT
exceeded CBT by a wide margin (small group setting). Consistent with the PPT
findings, the percentage of CBT students receiving an accommodation was far greater
for the IEP/non-EL L group than for the general education group.

Incidence of 1EP and ELL Students Receiving Selected Accommodations can may be found in
Appendix M.

GLOSSARY OF ACCOMMODATION TERMS

Table 10-3 provides a brief description of accommodation terms as used in the PSSA and
Keystone Exams. Accommodation data was supplied by school personnel as noted in the left
column of the table. The right column contains an explanation derived from the PDE publication,
2013 Accommodations Guidelines. Keystone Exams and PSSA (PDE, revised 10/31/2012,
pages 23-47). This manual may be found on the PDE website at www.education.state.pa.us.
Click on Programs, Programs O-R, Pennsylvania System of School Assessment (PSSA), and
Testing Accommodations & Security.
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Table 10-3. Glossary of Accommodation Termsas Applied
in the 2013 PSSA and 2012—2013 K eystone Exams

Type of Testing Accommodation

Explanation

Student used the following
Presentation Accommodations

Braille format

Students may use a Braille format of the test. Answers must then be
transcribed into the answer booklet without alteration.

Large print format

Students with visual impairments may use a large print format.
Answers must then be transcribed into the answer booklet without
alteration.

Magnification device

Devices to magnify print may be used for students with visua
impairments and/or print disabilities.

Color overlay

Students with visual impairments may place a color overlay on a
printed page of the test document to make text more readable.

Reading windows, reading guides

Students with visual impairments may use reading windows and
reading guides. Data was gathered for this accommodation for 2013
PSSA writing and the Winter 2012—-2013 Keystone Exams.

Electronic screen reader
(PDE approva required)

Students with severe visual disabilities may use electronic screen
readers; however, PDE must approve the program and functions prior
to the test window.

Test items/questions signed

Deaf/hearing impaired students may receive test directions from a
qualified interpreter. Signing is also permitted for essay prompts in
PSSA writing and al itemsin PSSA mathematics and science and for
Keystone Algebra and Biology.

Test items/questions interpreted for ELL

A qualified interpreter may translate directions or clarify instructions
for the assessments. The interpreter may trandate, but not define
specific words or test questions on the PSSA mathematics and
science tests and Keystone Algebra and Biology exams. On the
PSSA reading test, the interpreter may only trandate directions and
may not trandlate or define words in the passages or test questions.

Test directions read aloud, signed, or
recorded (provided by live reader)

Directions for the 2013 PSSA writing test and the winter 2012—2013
administration of the Keystone Exams may be read aloud, or signed,
interpreted for ELL, or recorded.

Some or all test items/questions read
aloud

Students unable to decode text visually may have items/questions
read aloud for PSSA mathematics and science and Keystone
Algebral and Biology; however, words may not be defined.

Writing prompts recorded, signed,
interpreted for ELL, or recorded

PSSA writing essay prompts may be presented by audio recording.

Amplification device

In addition to using hearing aids, an amplification device to enhance
clarity may be required.
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Table 10-3 (continued). Glossary of Accommodation Termsas Applied
in the 2013 PSSA and 2012—2013 K eystone Exams

Type of Testing Accommodation

Explanation

Other (PDE approval required)

Other presentation accommodations indicated in the Accommodation
Guidelines may be provided; however, PDE approval is required
prior to the test window.

Spanish version for PSSA (Math and
Science) and Keystone (Algebra and

Biology)

Students whose first language is Spanish and who have been enrolled
in U.S. schools for fewer than three years may take this version.

Student used the following Online
Presentation Accommodations

An audio CD version of PSSA mathematics and science or Keystone

Audio Algebra and Biology test items/questions may be taken by students
with severe hearing disabilities as documented by their |EPs.
The use of this accommodation enables the student to change the
Color chooser

background color or text color to make text more readable.

Student used the following Response
Accommodations

Brailler/Note taker
(per Accommodations Guidelines)

Students using this device as part of their regular instructional
program may use it on the assessments; however, without thesaurus,
spelling, or grammar checker.

Test administrator scribed open-ended
responses at student’ s direction

A test administrator may record word-for-word exactly what a
student dictated directly into the test booklet. This includes MC and
OE responses Keystone Algebra, Biology, and Literature tests and
PSSA mathematics and science.

Test administrator marked multiple-
choice responses at student’ s direction

A test administrator may mark an answer booklet at the direction of a
student (e.g., a student may point to an MC answer with the test
administrator marking the response in the answer booklet).

Test administrator transcribed student
responses
(per Accommodations Guidelines)

A test administrator may transcribe (copy) a student’s written, typed,
or keyed response into a standard answer bookl et.

Qualified Interpreter translated,
transcribed, and/or scribed student’s
signed responses

A qudified interpreter may interpret a student’s signed responses
into written English for Keystone Algebra and Biology exams, and
PSSA mathematics and science assessments. Interpreters are not
permitted to make corrections or change the meaning of the response.

Qualified Interpreter trandlated,
transcribed, and/or scribed ELL student
responses

A quadlified interpreter may interpret a student’s non-English ora
responses into written English for Keystone Algebra and Biology
exams, and PSSA mathematics and science assessments. Interpreters
are not permitted to make corrections or change the meaning of the
response.
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Table 10-3 (continued). Glossary of Accommodation Termsas Applied
in the 2013 PSSA and 2012—2013 K eystone Exams

Type of Testing Accommodation

Explanation

Augmentative communication device

Students with severe communication difficulties may use a specia
device to convey responses, which must be transcribed into the test
booklet by the test administrator.

Keyboard, word processor, or computer
(per Accommodations Guidelines)

This is an alowable accommodation as a typing function only for
students with the identified need. Supports such as dictionaries,
thesauri, spell checkers, and grammar checkers must be turned off.
Answers must then be transcribed into the answer booklet without
ateration.

Audio recording of student responses
(per Accommodations Guidelines)

An electronic recording device may be used to record responses,
which must be transcribed into the answer booklet by the test
administrator. (Students who are unable to use a pencil or have
illegible handwriting may answer MC questions orally. Answers must
be recorded in the answer booklet without alteration during the testing
period.)

Trandation dictionary for ELL student

A word-to-word dictionary that translates native language to English
(or vice versa) without word definitions or pictures is allowed on any
portion of the Keystone Algebra and Biology exams, and PSSA
mathematics and science tests.

Electronic screen reader
(PDE approval required)

Students with blindness or extremely low vision may use computer
software that converts text to synthesized speech or Braille.

Other (per Accommodations Guidelines
or PDE approval)

Other accommodations may be appropriate and available if they do
not compromise the integrity of the assessment. Documentation must
be provided to PDE.

Student used the following
Setting Accommaodations

Hospital/home testing

A student who is confined to a hospital or to home during the testing
window may be tested in that environment.

One-on-one setting (Keystone Exams
and PSSA Math, Reading, Science) or
Tested in a separate setting (Writing)

One-on-one settings are necessitated in certain instances, such as to
reduce distraction or in the use of certain devices. A separate room
may be used to reduce distraction.

Small group testing

Some students may require a test setting with fewer students or a
setting apart from all other students to minimize distraction.

Other (per Accommodations Guidelines
or PDE approval)

Other accommodations may be appropriate and available if they do
not compromise the integrity of the assessment. Documentation must
be provided to PDE.
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Table 10-3 (continued). Glossary of Accommodation Termsas Applied
in the 2013 PSSA and 2012—2013 K eystone Exams

Type of Testing Accommodation

Explanation

Student used the following
Timing Accommaodations

Extended time Extended time may be allotted for each section of the test as a
planned accommodation to enable students to finish.

Frequent breaks Frequent breaks (breaks within a test section) may be scheduled for
the completion of each test section; however, a test section must be
completed within one school day.

Changed test schedule Students whose disabilities prevent them from following a regular,

planned test schedule may follow an individual schedule that enables
test completion.

Other (per Accommodations Guidelines
or PDE approval)

Other accommodations may be appropriate and available if they do
not compromise the integrity of the assessment. Documentation must
be provided to PDE.
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Chapter Eleven: Classical Item Statistics

This chapter provides an overview of the two most familiar item-level statistics obtained from
any classical (traditional) item analysis: item difficulty and item discrimination. The following
results pertain only to operational PSSA items (i.e., those items that contributed to a student’s
total test score). Rasch item statistics are discussed in Chapter Twelve, and test-level statistics
are found in Chapter Seventeen.

ITEM-LEVEL STATISTICS

Appendix G provides classical item statistics for all PSSA items. Results are organized by
subject and grade. These statistics represent the item characteristics most often used to determine
whether an item functioned properly and/or how a group of students performed on a particular
item. The item statistics in the appendices include p-values for multiple-choice (MC) items and
item means for open-ended (OE) items (indicators of item difficulty); point-biserial correlations
for MC items and item-test correlations for OE items (indicators of item discrimination); and the
proportion of students selecting each MC item option or earning each OE item score point.

ITEM DIFFICULTY

At the most general level, an item’s difficulty is indicated by its mean score in some specified
group (e.g., grade level).

1 n
n &

In the mean score formula above, the individual item scores (x;) are summed and then divided by
the total number of students (n). For multiple-choice items, student scores are represented by 0s
and 1s (0 = wrong, 1 = right). With 0-1 scoring, the equation above also represents the number
of students correctly answering the item divided by the total number of students. Therefore, this
is also the proportion correct for the item, or the p-value. In theory, p-values can range from
0.00% to 1.00 on the proportion-correct scale. For example, if an item has a p-value of 0.89, it
means 89 percent of the students answered the item correctly. Additionally, this value might also
suggest that the item was relatively easy and/or the students who attempted the item were
relatively high achievers. In other words, item difficulty and student ability are somewnhat
confounded.

For OE items, mean scores can range from the minimum possible score (usually zero) to the
maximum possible score (e.g., four points in the case of some mathematics, science, and writing
items). Sometimes a pseudo p-value is provided for an OE item. This is done by dividing the
mean item score by the maximum possible item score.

The minimum and maximum extremes of the difficulty scale are typically not seen in applied
practice. However, understanding the extremes helps illustrate that relatively lower values
correspond to more difficult items, and that relatively higher values correspond to easier items.
(As a result of this, some assert that this index would be more accurately referred to as the item’s
easiness.)

& For MC items with four response options, pure random guessing would lead to an expected p-value of 0.25.
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Item difficulty is an important consideration for the PSSA tests because of the ranging
achievement levels of students in Pennsylvania (Below Basic, Basic, Proficient, and Advanced).
Items that are either very hard or very easy provide little information about student differences in
achievement. However, an item answered correctly by a high percentage of students would
suggest that the knowledge or skill the item taps has been mastered by most students.
Conversely, an item answered incorrectly by a low percentage of students would suggest few
students have mastered the knowledge or skill the item taps. On a standards-referenced test like
the PSSAs, a test development goal is to include a wide range of item difficulties.

ITEM DISCRIMINATION

At the most general level, item discrimination® indicates an item’s ability to differentiate between
high and low achievers. It is expected that students with high ability (i.e., those who perform
well on the PSSA overall) would be more likely to answer any given PSSA item correctly, while
students with low ability (i.e., those who perform poorly on the PSSA overall) would be more
likely to answer the same item incorrectly. For the PSSA tests, Pearson’s product-moment
correlation coefficient between item scores and test scores is used to indicate discrimination. (As
commonly practiced, DRC removes the item score from the total score such that the resulting
correlations will not be spuriously high.) The correlation coefficient can range from -1.0 to +1.0.
If the aforementioned expectation is met (high-scoring students tend to get the item right while
low-scoring students do not), the correlation between the item score and the total test score will
be both positive and noticeably large in its magnitude (i.e., well above zero), meaning the item is
a good discriminator between high and low ability students. This should be the case for all PSSA
operational test items.

In summary, the correlation will be positive in value when the mean test score of the students
answering the item correctly is higher than the mean test score of the students answering the item
incorrectly.’ In other words, this indicates that students who did well on the total test tended to
do well on the item as well. However, an interaction can exist between item discrimination and
item difficulty. Items answered correctly (or incorrectly) by a large proportion of examinees (i.e.,
the items have extreme p-values) can have reduced power to discriminate, and thus, can have
lower correlations.

Discrimination is an important consideration for the PSSA because the use of more
discriminating items on a test is associated with more reliable test scores. This in turn means that
score estimates will be more precise (i.e., there will be smaller confidence intervals around the
scores) and, perhaps more importantly, that more accurate performance level placements will be
made. The issues of reliability, confidence intervals, and performance level classifications are
further discussed in Chapter Eighteen.

® As noted earlier, the discrimination index for PSSA dichotomous MC items is typically referred to as the point-
biserial correlation coefficient. For OE items, the term item-test correlation is sometimes used.

19t legitimate to view the point-biserial correlation as a standardized mean difference. A positive value indicates
students who chose that response had a higher mean score than the average student; a negative value indicates
students who chose that response had a lower than average mean score.
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DISCRIMINATION ON DIFFICULTY SCATTERPLOTS

Figure 11-1 contains a series of scatterplots showing item discrimination values (y-axis) on the
item difficulty (x-axis) for each grade and subject area test. Note that pseudo p-values (described
above) are used for OE items in these plots. These plots provide maximum information about
item discrimination and difficulty in a single visual image for each PSSA test. This is because
the x- and y-axes also show histogram with following descriptive statistics:

¢ Minimum and maximum values
e Mean scores
¢ Median scores

* First and third quantile (Q1 and Q3).

The bivariate relationship between item discrimination (item-test correlations) and difficulty
(item mean scores) is also presented through scatterplots in these figures. One does not usually
expect any type of trend here. However, as noted earlier, it is often the case that items with
extreme difficulties can have lower discrimination values, as this can be revealed in such plots.

OBSERVATIONS AND INTERPRETATIONS

To support the visuals, Table 11-1 provides break-out results for the MC and OE items. The
mean p-values for the MC items ranged from about 0.65 to 0.82, while the mean proportion-
correct values for the OE items ranged from about 0.45 to 0.66. Most means were generally close
to their historic values™ and suggest that the PSSA items, overall, were reasonably challenging
to most students based on these past trends. A noteworthy outlier was Grade 3 mathematics,
which seems to have been easier for students than other PSSA exams. However, this is also
consistent with past data for the Grade 3 PSSA mathematics test. From the difficulty
distributions illustrated in the plots, a wide range of item difficulties appeared on each exam,
which was one test development goal.

The mean item-test correlations ranged from roughly 0.31 to 0.43 and 0.44 to 0.70 for the MC
and OE items, respectively. Again, these were similar to historic trends. The writing MC item-
test correlations were generally the lowest, but even here were in the mid 0.30s. The writing MC
items were correlated against the unweighted writing total scores, which included the prompt
scores. The correlations in writing might be suppressed some because the prompt tasks are so
different from the MC tasks. The OE correlations tended to be higher than the MC correlations,
which is not surprising because the OE items include more score points. Based on the
distribution of the discrimination statistics, the overall item quality was quite good.

It is difficult to make global conclusions about overall test quality from these item statistics
alone. With that caveat in mind, the results presented in this chapter indicate that the PSSA item
difficulty ar21d discrimination were in expected and acceptable ranges when using historic trends
as a guide.

1 Historically, average item difficulties have ranged from mid 0.60s to low 0.70s for most PSSA tests.

12 Every year each PSSA test is built to the same content and statistical specifications. Since the average item
difficulty and discrimination indices are similar, the historic trend is expected.
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Figure 11-1. Discrimination on Difficulty Scatterplots
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Table 11-1. Sum and Mean Statistics for MC and OE Items

Multiple-Choice Items

Open-Ended Items

Mean Mean Mean Mean
Subject Grade Points Sum I-T Points Sum I-T
P-val. P-Val.
Corr. Corr.
3 60 4930 0.82 0.44 12 750 062 0.66
4 60 42,75 0.71 0.43 12 6.07 051 0.60
. 5 60 40.93  0.68 0.41 12 541 045 0.62
Mathematics
6 60 4223 070 043 12 6.35 053 0.64
7 60 4179 070 043 12 546 046 0.69
8 60 4195 0.70 042 12 6.45 054 0.66
3 40 2787 070 044 6 304 051 051
4 40 2751  0.69 0.41 12 721 060 053
. 5 40 27.78  0.69 0.42 12 6.63 055 0.56
Reading
6 40 28.00 0.70 0.39 12 6.69 056 0.55
7 40 27.09 0.68 0.40 12 691 058 0.56
8 40 26.16  0.65 0.39 12 715 060 061
4 58 39.99 0.69 0.41 10 547 055 049
Science
8 58 38.44  0.66 0.42 10 559 056 044
5 12 8.65 0.72 0.33 16 1032 0.65 0.67
Writing
8 12 8.36 0.70 031 16 1055 066 0.70
Note. I-T Corr. is the item-test score correlation.
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Chapter Twelve: Rasch Item Calibration

The particular item response theory (IRT) model used for the PSSA is based on the work of
Georg Rasch. Rasch models have had a long-standing presence in applied testing programs and it
has been the methodology continually used to calibrate PSSA items in recent history. IRT has
several advantages over classical test theory, so it has become the standard procedure for
analyzing item response data in large-scale assessments. However, IRT models make a number
of strong assumptions related to dimensionality, local independence, model-data fit, and item
parameter invariance. Resulting inferences derived from any application of IRT rests strongly on
the degree to which the underlying assumptions are met.

This chapter outlines the procedures used for calibrating the operational PSSA items. Generally,
item calibration is the process of assigning a difficulty-parameter estimate to each item on an
assessment so that all items are placed onto a common scale. This chapter briefly introduces the
Rasch model, reports the results from evaluations of the adequacy of the Rasch assumptions, and
summarizes the Rasch item statistics for the PSSA mathematics, reading, and science tests.
Additional Rasch procedures are discussed with respect to scale linking in Chapter Fifteen.

DESCRIPTION OF THE RASCH MODEL

The Rasch partial credit model (RPCM; Wright and Masters, 1982) was used to calibrate PSSA
items because both multiple-choice (MC) and open-ended (OE) items were part of the
assessment. The RPCM extends the Rasch model (Rasch, 1960) for dichotomous (0, 1) items so
that it accommodates the polytomous OE item data. Under the RPCM, for a given item i with m;
score categories, the probability of person n scoring x (x =0, 1, 2,... m;) is given by:

eXpZX:(en - Dij )
(X =x)= 10

=5 : ’
ZeXpZ(ﬁn - Dy)
k=0 j=0

where 6, represents a student’s proficiency (ability) level, and Dj; is the step difficulty of the i
step on item i. For dichotomous MC items, the RPCM reduces to the standard Rasch model and
the single step difficulty is referred to as the item’s difficulty. The Rasch model predicts the
probability of person n getting item i correct as follows:

=) (X =1): exp(@n _Dij)
" 1+exp(6, - D)’

The Rasch model places both student ability and item difficulty (estimated in terms of log-odds
or logits) on the same continuum. When the model assumptions are met, the Rasch model
provides estimates of a person’s ability which are independent of the items employed in the
assessment, and conversely, estimates item difficulty independently of the sample of examinees.
(As noted in Chapter Eleven, interpretation of item p-values confounds item difficulty and
student ability.)

Software and Estimation Algorithm

Item calibration was implemented via WINSTEPS 3.54 computer program (Wright and Linacre,
2003), which employs unconditional (UCON), joint-maximume-likelihood estimation (JMLE).
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Sample Characteristics

The characteristics of calibration samples are reported in Chapter Nine. These samples only
include the students who attempted the tests. All omits (no response) and multiple responses
(more than one response selected) were scored as incorrect answers (coded as 0s) for calibration.

CHECKING RASCH ASSUMPTIONS

Since the Rasch model was the basis of all calibration, scoring, and scaling analyses associated
with the PSSA, the validity of the inferences from these results depends on the degree to which
the assumptions of the model were met and how well the model fits the test data. Therefore, it is
important to check these assumptions. This section evaluates the dimensionality of the data, local
item independence, item fit, and item parameter invariance. It should be noted that only
operational items were analyzed since they are the basis of student scores.

Unidimensionality

Rasch models assume that one dominant dimension determines the difference among students’
performances. Principal Components Analysis (PCA) can be used to assess the
unidimensionality assumption. The purpose of the analysis is to verify whether any other
dominant component(s) exist among the items. If any other dimensions are found, the
unidimensionality assumption would be violated.

Figure 12-1 shows the PCA results for the mathematics, reading, science, and writing tests. The
results include the eigenvalues and the percentage of variance explained for the first five
components as well as the scree plots. The scree plots show the eigenvalues plotted by
component number and the results from a parallel analysis. The total number of components in
PCA is same as the total number of items in a test; however, Figure 12—1 shows only the first 10
components given that beyond 10" component the additional information would be negligible.

Parallel analysis (Horn, 1965) is a technique to decide how many factors exists in principal
components. Parallel analysis is considered better approach than typical rule of thumb, Kaiser’s
eigenvalues greater than one (Kaiser, 1960), because parallel analysis considers random chance
by simulating null data (Buja and Eyuboglu, 1992). For the parallel analysis, 100 randomly
simulated MC and OE responses were generated with size equal to the original data. For each
random data set, a PCA was performed and the resulting eigenvalues were stored. Then for each
component, the upper 95" percentile value of the distribution of the 100 eigenvalues from the
random data sets was plotted. Eigenvalues below this parallel analysis line can be considered
random.

As can been seen in Figure 12-1, for PSSA mathematics the primary dimension explained about
21 percent to 24 percent of the total variance across Grades 3 through 8. The eigenvalues of the
second dimensions ranged from 1.7 to 2.3. This indicates that the second dimension accounted
for only 1.7 to 2.3 units out of 63 units of total variance, where 63 is the total number of items in
a test. The second dimension is approximately 3 percent of the total variance for all grades. All
grades’ second eigenvalues were larger than the threshold of parallel analysis, except grade 4,
however, the eigenvalues were very close to the threshold. Overall, the PCA suggests that there
is one clearly dominant dimension for all mathematics tests™.

B3 According to Reckase (1979), the variance explained by the primary dimension should be greater than 20% to
indicate unidimensionality.
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For the PSSA reading tests, the primary dimension explained about 20 percent to 23 percent of
the total variance. The second dimension accounted for only 1.3 to 1.5 units out of 42 or 44 units
total variance. The parallel analysis in the scree plots also suggests that only the first component
should be retained in each grade. These results also suggest that each reading test essentially
measures a single dominant dimension.

For the PSSA science tests, the primary dimension explained about 20 and 21 percent of the total
variance for grades 4 and 8, respectively. The second dimension accounted for only 1.9 and 1.6
units out of 63 unit of total variance. The parallel analysis in the scree plots also suggests that
only the first factor should be retained in each grade. This, too, suggests that one dominant
dimension was measured by each science test.

For the PSSA writing tests, first dimension accounted for 29 percent of the total variance for
both grades 5 and 8. Second dimension accounted for 8 percent of total variance, which was
about 1.3 units out of 12 unit of total variance. The figures suggest that one dominant dimension
was measured by each writing test.

Figure 12-1. Scree Plots
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Reading 4 PCA
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Reading 6 PCA
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Reading 8 PCA
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Comp. Eigen %Var.
1 13.3 21.2
2 1.6 2.6
Y
g 3 1.4 2.2
= 4 1.3 20
E 5 1.2 19
a
o0
L
""" — & s e ET T ""h
1 2 3 4 5 =] 7 a | 10
Component
--=- Parallel —e— PCA
Writing 5 PCA
G
Comp. Eigen %Var.
5 1 46 286
2 1.3 8.2
U
E 3 1.1 6.7
= 4 10 61
E 5 0 59
a
o0
L
_____ = """'3—-——3""'"""'""a—'"""'i"'"'“':':
1]
1 2 3 4 5 4] 7 a 9 10

Component

---- Parallel —e— PCA

2013 PSSA Technical Report Page 172



Chapter Twelve: Rasch Item Calibration

Writing 8 PCA
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Local Independence

Local independence (LI) is a fundamental assumption of IRT. No relationship should exist
between examinees’ responses to different items after accounting for the abilities measured by a
test. In formal statistical terms, a test X that is comprised of items X;, Xs,...X, is locally
independent with respect to the latent variable @ if, for all x = (x4, X2,...Xn) and 6,

P(X=x|49)=l:[P(Xi =X 16).

This formula essentially states that the probability of any pattern of responses across all items
(x), after conditioning on the abilities (¢) measured by the test, should be equal to the product of
the conditional probabilities across each item (cf. the multiplication rule for independent events
where the joint probabilities are equal to the product of the associated marginal probabilities).

The equation above shows the condition after satisfying the strong form of local independence.
A weak form of local independence (WLI) was proposed by McDonald (1979). The distinction is
important as many indicators of local dependency are actually framed by WLI. The requirement
would be for the conditional covariances of all pairs of item responses, conditioned on the
abilities, to be equal to zero. When this assumption is met, the joint probability of responses to an
item pair, conditioned on abilities, is the product of the probabilities of responses to these two
items, as shown below. (This is a weaker form because higher-order dependencies among items
are allowed.) Based on the WL, the following expression can be derived:

P(X; =x. X, =x,18)=P(X; =x |9)P(X; = x, |9).
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Marais and Andrich (2008) pointed out that local item dependence in the Rasch model can occur
in two ways that some may not distinguish. The first way occurs when the assumption of
unidimensionality is violated. Here, other nuisance dimensions besides a dominant dimension
determine student performance (this can be called “trait dependence”). The second violation
occurs when responses to an item depend on responses to another. This is a violation of
statistical independence and can be called response dependence. Many people treat the
assumptions of unidimensionality and local independence as one phenomenon and believe that
once unidimensionality holds, that local independence also holds. By distinguishing the two
sources of local dependence, one can see that while local independence can be related to
unidimensionality, the two are different assumptions and therefore, require different tests.

Residual item correlations provided in WINSTEPS for each item pair were used to assess the
local dependence among the PSSA items. In general, these residuals are computed as follows.
First, expected item performance based on the Rasch model is determined using ability and item
parameter estimates. Next, deviations (residuals) between the examinees’ expected and observed
performance is determined for each item. Finally, for each item pair, a correlation between the
respective deviations is computed.

Three types of residual correlations are available in WINSTEPS: raw, standardized, and logit. It
should be noted that the raw score residual correlation essentially corresponds to Yen’s Qs index,
a popular LI statistic. The expected value for the Qs statistic is approximately -1/(k-1) when no
local dependence exists, where K is test length (Yen, 1993). Thus, the expected Q3 values should
be approximately -0.02 for the PSSA tests (since most of the PSSA tests had more than 50 core
items). Index values that are greater than 0.20 indicate a degree of local dependence that
probably should be examined by test developers (Chen & Thissen, 1997).

Since the three residual correlations are very similar, the default “standardized residual
correlation” in WINSTEPS was used for these analyses. Table 12-1 shows the summary
statistics—mean, SD, minimum, maximum, and several percentiles (P10, P2s, Pso, P75, Pgg) — for
all the residual correlations for each test. The total number of item pairs (N) and the number of
pairs with the residual correlations greater than 0.20 are also reported in this table. The mean
residual correlations were slightly negative and the values were close to -0.02. The vast majority
of the correlations were very small, suggesting local item independence generally holds for the
PSSA reading, mathematics, and science tests.
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Table 12-1. Summary of Item Residual Correlations

for PSSA Mathematics, Reading, and Science

Mathematics

Statistic 3 4 5 6 7 8
N 1953 1953 1953 1953 1953 1953
Mean -0.01 -001 -001 -001 -001 -0.01
SD 0.02 0.02 0.02 0.03 0.03 0.03
Minimum -0.12 -010 -020 -0.09 -0.09 -0.11
P1o -0.03 -0.04 -004 -004 -004 -0.04
Pys -0.02 -003 -003 -003 -003 -0.03
Pso -0.01 -001 -002 -0.02 -0.02 -0.02
Pas 0.00 0.00 0.00 0.00 -0.01 0.00
Pgo 0.01 0.01 0.01 0.01 0.01 0.02
Maximum 0.20 0.30 0.16 0.35 0.49 0.35
>]0.20| 0 2 0 3 1 2
Reading
Statistic 3 4 5 6 7 8
N 861 946 946 946 946 946
Mean -0.02 -0.02 -0.02 -0.02 -0.02 -0.02
SD 0.02 0.02 0.02 0.02 0.03 0.03
Minimum -010 -009 -008 -009 -010 -0.11
P1o -0.05 -005 -005 -005 -0.05 -0.06
Pos -0.03 -003 -003 -003 -004 -0.03
Pso -0.02 -0.02 -002 -002 -002 -0.02
Pss -0.01 -001 -001 -001 -001 -0.01
Pgo 0.00 0.01 0.00 0.00 0.01 0.01
Maximum 0.12 0.11 0.08 0.08 0.24 0.18
>]0.20| 0 0 0 0 1 0
Science
Statistic 4 8
N 1953 1953
Mean -0.01 -0.02
SD 0.02 0.02
Minimum -0.08 -0.10
P1o -0.04 -0.04
Pos -0.03 -0.03
Pso -0.02 -0.02
Pss -0.01 0.00
Pso 0.01 o0.01
Maximum 0.11  0.23
>[0.20] 0 1
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Table 12-1 (continued). Summary of Item Residual Correlations
for PSSA Mathematics, Reading, and Science

Writing

Statistic 5 8
N 1953 1953
Mean -0.01 -0.02
SD 0.02 0.02
Minimum -0.08 -0.10
P1o -0.04 -0.04
Pys -0.03 -0.03
Pso -0.02 -0.02
Pss -0.01  0.00
Pgo 0.01 0.01
Maximum 0.11  0.23
>10.20| 0 1

Table 12-2 lists all item pairs with residual correlations greater than 0.20 with the added
information of session, sequence, and Eligible Content. In terms of position, there is not an
obvious pattern as some pairs of items were very close together in the test booklet while others
appeared at opposites ends of the test booklet in separate sections. The pattern that is evident,
however, is that these correlated items share identical or very similar Eligible Content and are
testing the same or similar skills. Test blueprints determine what Assessment Anchors, as
defined by the Eligible Content, will be assessed. PDE and DRC make every effort to avoid one
item cueing another through careful item selection and sequencing.
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Table 12-2. Item Pairs With Large Residual Correlations

Item 1 Item 2
Eligible Eligible | Resid.
Grade | Session Seq. Type Content | Session Seq. Type Content | Corr.
4 1 15 MC B.1.1.3 3 54 MC B.1.1.3 0.23
4 5 101 MC C.3.11 1 25 OE C3 0.30
6 1 16 MC  All4 3 60 MC All4 0.34
Mathematics 6 1 16 MC  All4 5 115 MC All4 0.33
6 3 60 MC  All4 5 115 MC All4 0.35
7 1 16 MC E.2.1.1 3 50 MC E2.1.1 0.49
8 1 12 MC D.4.13 5 106 MC D.1.13 0.26
8 1 18 MC  Al1l1l 5 102 MC Al1l1l 0.35
Reading 7 2 45 MC  Al4l 2 46 MC B.1.1.1 0.24
Science 8 1 19 MC c211 2 59 MC C.213 0.23
5 1 4 MC B.6 1 11 MC B.6 0.23
5 1 18 MC B.6 1 19 MC B.5 0.21
5 2 21 OE Al 2 21 OE B.6 0.65
5 2 21 OE Al 3 22 OE A2 -0.74
5 2 21 OE Al 3 22 OE B.6 -0.68
5 2 21 OE B.6 3 22 OE A2 -0.57
5 2 21 OE B.6 3 22 OE B.6 -0.51
5 3 22 OE A2 3 22 OE B.6 0.88
8 1 3 MC B.5 1 11 MC B.5 0.26
Writi 8 1 3 MC B.5 1 12 MC B.5 0.24
riting 8 1 3 MC  B5 1 19 MC  B5 | 021
8 1 11 MC B.5 1 19 MC B.5 0.21
8 1 11 MC B.5 1 20 MC B.6 0.21
8 1 3 MC B.5 1 20 MC B.6 0.22
8 1 11 MC B.5 1 12 MC B.5 0.23
8 2 21 OE A2 2 21 OE B.6 0.57
8 3 22 OE A3 3 22 OE B.6 0.57
8 2 21 OE A2 3 22 OE A3 -0.68
8 2 21 OE A2 3 22 OE B.6 -0.49
8 2 21 OE B.6 3 22 OE A3 -0.50
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Item Fit

WINSTEPS provides two item fit statistics (infit and outfit) for evaluating the degree to which
the Rasch model predicts the observed item responses. Each fit statistic can be expressed as a
mean square (MnSq) statistic or on a standardized metric (Zstd with mean = 0 and variance = 1).
MnSq values are more oriented toward practical significance, while Zstd values are more
oriented toward statistical significance. Though both are informative, the Zstd values are very
likely too sensitive to the large sample sizes observed on the PSSA. In this situation it is
recommended that the Zstd values be ignored if the MnSq values are acceptable (Linacre, 2009).

Both infit and outfit MnSq are the average of standardized residual variance (the difference
between the observed score and the Rasch estimated score divided by the square root of the
Rasch model variance). The difference is that the outfit statistic gives all examinees equal weight
in computing the fit and tends to be affected more by unexpected responses far from the person,
item, or rating scale category measure (i.e., it is more sensitive to outlying, off-target, low
information responses). The infit statistic is weighted by the examinee locations relative to item
difficulty and tends to be affected more by unexpected responses close to the person, item, or
rating scale category measure (i.e., informative, on-target responses). Some feel that extreme
infit values are a greater threat to the measurement process than extreme outfit since most tests
intend to measure the on-target population rather than extreme outliers.

The expected MnSq value is 1.0 and can range from 0 to infinity. Deviation in excess of the
expected value can be interpreted as noise or lack of fit between the items and the model. VValues
lower than the expected value can be interpreted as item redundancy or overfitting items (too
predictable, too much redundancy), and values greater than the expected value indicate
underfitting items (too unpredictable, too much noise). Rules of thumb regarding “practically
significant” MnSq values vary. More conservative users might prefer items with MnSq values
that range from 0.8 to 1.2. Others believe reasonable test results can be achieved with values
from 0.5 to 1.5. In the results below, values outside of 0.7 to 1.3 are given practical importance.

Table 12-3 presents the summary statistics of infit and outfit mean square statistics for the PSSA
reading,